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Abstract

We describe a symbol classification technique for identifying the expected loca-

tions of neighboring symbols in mathematical expressions. We use the seven symbol

layout classes of the DRACULAE math notation parser (Zanibbi, et al., 2002) to repre-

sent expected locations for neighboring symbols: Ascender, Descender, Centered, Open

Bracket, Non-Scripted, Variable Range (e.g., integrals) and Root. A new feature based

on the shape context (Belongie, et al., 2002), named layout context, is used to describe

the arrangement of neighboring symbols relative to a reference symbol, and the nearest

neighbor rule is used for classification. 1917 mathematical symbols from the University

of Washington III document database are used in our experiments. Using a leave-one-out

estimate, our best classification rate reaches nearly 80%. In our experiments, we find

that the size of the reference symbol neighborhood area, the number and the sampling

positions of the points of the key points model representing a symbol’s location, play

important roles in the classification process.
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Chapter 1

Introduction

The recognition of mathematical formulas is a challenging pattern recognition

problem due to the large number of math symbols and complexities in interpreting the

two-dimensional arrangement of symbols and their intended semantics. There are usually

two processes involved in a mathematical formula recognition system : symbol recognition

and structure analysis [6]. Symbol recognition is the process of identifying the identity

while structure analysis is intended to determine the spatial and logical relationships be-

tween the mathematical symbols of an expression. This spatial relation is particularly

important since much of the information in mathematical expressions is carried by the

relative spatial position between symbols, such as superscript, subscript, adjacent and

containment (e.g., in a square root). Many methods have been proposed to extract spa-

tial relationships between symbols, such as coordinate grammars [4], projection profile

cutting [7], minimum spanning trees for penalty graphs representing alternative symbol

layouts [2], recursive baseline structure analysis [1], and others.

To explore the spatial relationship between a mathematical symbol and its neigh-

boring symbols within the expression, we present an algorithm for classifying all mathe-

matical symbols into seven layout classes (Table 1.1), which identify the expected locations

of neighboring symbols with a significant spatial relationship. From these seven classes,
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existing techniques (in particular, baseline structure analysis [1]) may be used to identify

the spatial arrangement of symbols in an expression. Surrounding regions of a symbol

may include above, below, superscript, subscript, horizontal adjacency and containment.

Different classes have different associated regions, as shown in Figure 1.1.

Table 1.1: Class Membership [1]

Class Symbols
Ascender 0...9, A...Z, b, d, f, h, i, k, l, t,

Γ,∆,Θ,Λ,Ξ,Π
Descender g, p, q, y, γ, η, µ, ρ, χ, ψ

Open Bracket [{(
Non-Scripted Unary binary operators

and relation (×, \,≥,÷,≡)
Root

√

Variable Range
∑∏ ∫ ⋂ ⋃

Center All other symbols

We use a feature named layout context to describe the arrangement of neighboring

symbols relative to a reference symbol. A number of key points sampled from the side

and/or interior of the symbol bounding box are used to represent symbol locations. A cir-

cle placed at the reference bounding box center with adjustable radius is used to segment

the neighboring symbol region. We examine a variety of key point models and neighbor-

hood sizes, and use the Nearest Neighbor (NN) rule for classification. Depending on the

chosen parameters, we have obtained a classification accuracy between 43% and 79.2%

on symbols taken from math expressions in the University of Washington III document

database.

Thesis Statement: One can increase the accuracy of symbol layout classification using

2



layout contexts, by using a large number of key points from both the inside and the bound-

ary of the symbol bounding box, and a small neighborhood size. The symbol bounding

box is defined as the smallest rectangle that contains all pixels of the symbol image. The

neighborhood refers to a circular area centered at the symbol bounding box center with

a radius equal or larger than half of the length of the symbol bounding box diagonal.

Figure 1.1: Symbol layout classes [1].
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1.1 Limitation and Assumptions

Several limitations are acknowledged in our proposed classification method.

1. We have only used seven layout classes in the DRACULAE model [1] to explore the

spatial relationships between the symbols within the mathematical expressions

2. All mathematical symbols are within expressions. Isolated symbols which exist in

the text line are not considered in our research. For example, in the text line “the

value of x can be figured out by solving the function x2+6x = 9”, the first x between

the word “of” and the word “can” cannot be assigned any layout class since this

symbol is isolated by the text letters. However we can classify the second x and the

third x into proper layout classes because they are within the math expression.

3. The reference symbol and its neighboring symbols are from the same expression.

Symbols from other expressions may not be identified as neighbors of the reference

one. Suppose there are two mathematical expressions in the same document images,

which are x+ y = z and t2 − 6 = u. Then the neighboring symbols of x in the first

expression can only be selected from the symbols within the first expression, such

as +, y, = and z. Any symbols in the second expression, such as t, 2, −, 6, = and u,

cannot be counted as the neighboring symbols of x in the first expression x+ y = z.

4. We only focus on printed mathematical expressions. Handwritten expressions are

not covered in our work.

5. All the symbols have been segmented and attributed with their bounding box coor-

dinates. For example, if two symbols are touched together in the expression, they

4



would not be taken into account in our work unless they are well segmented. In

addition, all the symbols’ bounding box locations in the document images are given.

1.2 Contribution

1. An overall symbol layout classification accuracy of nearly 80% has been achieved

using a total number of 1917 symbols from 73 expressions.

2. A new feature, named layout context, has been defined to describe the layout infor-

mation of a symbol within the scope of the expression to which the symbol belongs.

3. Experiments have been performed to test the usefulness of the layout context fea-

ture in identifying symbol layout classes for mathematical expressions at different

parameterizations of the feature. It is found that the best classification results are

obtained if using a small circular neighborhood area that includes the closest sur-

rounding symbols and a key point model with its points sampled from the sides and

interior parts of the bounding box of both the reference symbol and the neighboring

symbols.

5



Chapter 2

Background

To fully understand the motivation for the research topic and the inspiration for

the methods developed in this paper, some important previous works are reviewed in this

chapter.

2.1 Mathematical Formula Recognition

Mathematical formula recognition involves two main phases: symbol recognition

and structural analysis. Symbol recognition recognizes the identity of the mathematical

symbol in the expression. Structure analysis determines the spatial and logical rela-

tionship between the mathematic symbols within the formula. The two main activities

(symbol recognition and structure analysis) exist in all mathematical formula recognition

systems. Each may be subdivided into more specific processes:

Symbol recognition:

• Preprocessing

• Segmentation

• Recognition of symbols

6



Structural analysis:

• Symbol layout analysis

• Syntax and semantic analysis

The block diagram of a typical mathematical formula recognition system is shown in

Figure 2.1. The input to the system is a scanned document image that includes both

mathematical formulas and non-mathematical contents. After preprocessing, the image

regions that only contain mathematical formulas are separated from the original document

image. In the segmentation step, the images of mathematical formulas are decomposed

into sub-images of individual symbols. Then the locations of these isolated symbols in the

mathematical formula image are identified and the identities of the symbols are labeled in

the step of recognition of symbols. In the symbol layout analysis, the spatial arrangement

of symbols in the formula are described by a proper layout model such as baseline tree [1]

and virtual link network [2]. In addition, the compound symbols (e.g., sin) that consists

of a sequence of symbols are grouped and the structural symbols (e.g., fraction, integral)

are labeled [1] in the layout model. Finally the mathematical semantics of the formula

are interpreted in the syntax and semantics analysis. The syntax analysis attempts to

identify the logical relationships between symbols based on the layout (e.g., fractions)

and semantic analysis determents what mathematical operations/contents these logical

relationships represent (e.g., fractions represent division of the numerator term by the

denominator term). A form that may be translated by a Computer Algebra System, such

as Maple [8], is outputted in this step.

7



Figure 2.1: A typical mathematical formula recognition system.

8



2.1.1 Symbol Recognition

Symbol recognition in mathematical formula recognition usually consists of three

steps: preprocessing, segmentation, and recognition of symbols.

2.1.1.1 Preprocessing

Preprocessing provides “clean” input data that is easy to be used in the later recog-

nition process. Some preprocessing operations, such as noise reduction (filtering, morpho-

logical operation), symbol normalization (skew normalization, baseline assignment) and

data compression (binarization, thinning) are performed on the document page images.

More details of the preprocessing techniques can be found in [9]. The output of this

process are images regions that contain separated mathematical formulas.

2.1.1.2 Segmentation

Segmentation is the stage where the individual mathematical symbols are sepa-

rated from the mathematical formulas. Okamoto, et al., [7] applied the projection profile

cutting to partition a given printed expression into symbol blocks by using the blank spac-

ing between rows or horizontally adjacent characters. This technique works quite well for

separating symbols in a connected component form (e.g., 1, 2, 3, a, b). However, for some

symbols consisting of multiple components, such as i, j, % and =, a merging process is

needed to combine the components for each symbol before they can be recognized. In

addition, some symbols, such as square roots, usually contain other symbols inside their

effective regions and thus generate more complexity for the segmentation. Faure and

9



Wang [10] used a mask removal operation to separate this kind of symbol and their em-

bedded symbols before the projection profile cutting process is applied for the embedded

symbols. Xue, et al., [11] proposed a connected component labeling method to segment

a multiple symbols block, such as
√

π
2
, into several small single symbol blocks after a

coarse projection profile cutting operation. A more comprehensive survey of the charac-

ter segmentation methods can be found in [12][13][14][15]. The output of this process are

usually connected components.

2.1.1.3 Recognition of Symbols

Recognition of symbols is usually performed after segmentation to identify the

individual symbol. Recognizing the isolated symbols usually consists of two steps: feature

extraction and classification.

Common low-dimensional features include aspect ratio and crossing features; high-

dimensional features include directional ones and peripheral ones. More details about the

feature extraction methods are available in [16].

After selecting the proper features, classification assigns each symbol to a category.

The supervised nonparametric classification methods are the ones that are most interested

in our work and would be performed for the layout classification due to their two main

characteristics :

1. The classification is based on the availability of the training data sets with a given

category label.

10



2. There is no assumption of any probability density functions for the classifier.

Typical methods of the supervised nonparametric classification methods include Nearest

Neighbor and K Nearest Neighbor. Nearest Neighbor rule is a method for classifying the

object based on the class membership of the closest training sample in the feature space.

The training samples are vectors in a multidimensional feature space with class labels. To

measure the distances between the query sample and the training samples, some distance

metrics, such as Euclidean distance, Mahalanobis distance, Hamming distance and χ2

distance, are computed between the two sample points in the feature space. K Nearest

Neighbor rule is a more general version of the Nearest Neighbor rule. Instead of predicting

the test sample’s class based on that of the closest training sample, a majority vote is

applied among the k nearest training samples to determine the final class label for the

test sample. One advantage of the Nearest Neighbor and K Nearest Neighbor rule is

that it is very easy to implement these algorithms by just computing the distance from

the test sample and the training samples. In addition, people may use these classification

methods to study the strength of the feature since the efficiency of these methods is largely

dependant on how well the feature separates the classes. The drawback to the Nearest

Neighbor and K Nearest Neighbor is that the classification accuracy may be degraded

by the noise data or the irrelevant feature elements in the feature vector. To reduce the

effect of the noisy data, one can increase the k value to include more neighboring training

samples.

11



2.1.2 Structural Analysis

Structural analysis is performed to build the hierarchical structure that describes

the symbol spatial relationships and their semantic meaning. There are two main steps

addressed in this phase: layout model construction and syntax and semantic analysis.

2.1.2.1 Symbol Layout Analysis

Due to the complexity of the two-dimensional spatial arrangement of symbols

within mathematical expressions, different layout models are developed to describe the

spatial relationships between the symbols.

Okamoto [17] defined normalized size and normalized center to describe the posi-

tion relationship and size difference between adjacent symbols of an expression.

Figure 2.2: The normalized size (NSize) and normalized center (NCenter) of symbols with
different baselines [2].

As illustrated in Figure 2.2, the normalized size is the total size (NSize) of a

bounding box, including both the ascender part x, center part y and descender part z for

symbols with different baselines. Normalized center is the related center of the bounding

12



box. Then symbols that have similar normalized sizes and centers are extracted as one

string based on the condition of size, condition of center and whether the symbols are

contained in the same string. After that, a bottom-up method was proposed to analyze

the layout structure for root expression, subscript/superscript expression.

Eto and Suzuki [2] proposed a layout model that represents the relation of a pair

of mathematical symbols (parent and child) by a point in a normalized coordinate plane

labeled by (H,D), which is defined based on the concept of normalized size and normalized

center, as mentioned above. To illustrate the process of computing (H,D), an example

is shown in Figure 2.3. For the pair of symbols in the expression X2, h1 and c1 are the

normalized sizes and normalized center of the parent character X, while h2 and c2 are the

normalized size and normalized center of the child character 2. The formulas to calculate

H and D are

H =
h1

h2

· (1000) (2.1)

D =
c1 − c2
h1

· (1000) (2.2)

Using that pair of points, all sampled symbol pairs within the expressions are clas-

sified into four groups of characters types: Alphabets-Alphabets, Alphabets-Operators,

Integrals-Alphabets and Big Operators-Alphabets. The area of the distribution plot of

these different types of symbol pairs is used to calculate the cost of the link in the virtual

link network, which connects the symbols within the formula with labels representing the

possible relations of the pair of characters.
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Figure 2.3: Definition of H and D using the normalized size h1 and h2 and normalized
center c1 and c2 of the pair of symbols [2].

Chen proposed a structure pattern in terms of the relationships between operators

and expressions [3]. These relationships include front superscript, front subscript, front,

upper, inside, lower, back superscript, and back and up subscript, as shown in Figure 2.4.

Mathematical rules are constructed using these relationships to describe various types of

factors of the rules, such as the root factor, the matrix factor, the fraction factor and so

on. By dividing a formula into horizontal groups from left to right, a layout tree, which

consists of the types of the symbols, their positions, sizes, centerlines, and the parent-child

relationship, is built to parse the formula.
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Figure 2.4: Spatial relationships between operators and surrounding subexpressions [3].

Anderson [4] represented mathematical symbols using a bounding box and its re-

lated corner coordinates, which are xmin, xmax, ymin, ymax. Two additional positional

coordinates (xcenter and ycenter) describe the typographical center of the character as

shown in Figure 2.5. The middle point between xmin and xmax is “xcenter” and “ycen-

ter” is computed from ymin and ymax depending on the position of the symbol relative

to the baseline. The typographical center is another form of the normalized center, which

also reflects the relative position of the adjacent symbols of different types including as-

cending symbol, normal symbols and descending symbols [18].

Zanibbi [1] predefined seven symbol layout classes: Ascender, Descender, Center,

Open Bracket, Non-Scripted, Variable Range and Root, as shown in Table 1.1. Different

classes of symbols have different locations of surrounding regions. All these regions have

important spatial relationship with the reference symbol (Figure 1.1). Two parameters,
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Figure 2.5: Typographical centroid and bounding box coordinates of a symbol [4].

centroid ratio c and threshold ratio t, describe the position of the region in terms of the

symbol bounding box height. Using the layout model, a baseline structure tree (BST) is

built to represent the spatial relationship between the symbols of a mathematical formula.

Baseline is defined as a horizontal linear arrangement of the symbols. For example, there

are two baselines in the expression y5+b − 4. The baseline for “5 + b” is defined as the

nested baseline in which the symbols are either contained by a symbol (such as square

root) or vertically offset a symbol (such as a symbol’s superscript or subscript). In this

example formula, the baseline “5 + b” is nested on the right superscripted region relative

to y. The baseline “y − 4” is defined as the dominant baseline in which the symbols are

not nested relative to any symbols. After finding all baselines, a baseline structure tree is

built and successively refined and restructured to represent the different types of baselines

including both dominant baseline and nested baselines. To parse the expression in the
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later syntax and semantic analysis, two types of symbols are explicitly labeled. One is the

compound symbol, such as sin, cos, which consists of multiple input symbols. The other

one is the structure symbol, such as fractions, whose function depends on the structure

between multiple baselines.

In general, most of the above layout models are constructed using the symbol

typographical center position, the bounding box size of the symbol and location, which are

crucial information to describe the spatial relationships between the symbols of different

types and sizes within the expressions.

2.1.2.2 Syntax and Semantic Analysis

After representing the two-dimensional spatial arrangement by proper layout mod-

els, the sematic meanings based on these spatial structures are analyzed by using different

methods as described below.

Okamoto [17] developed a two-way structure analysis method to analyze the se-

mantic meaning of the mathematical expression structure . He found that, although

the recursive projection-profile cutting [7] had good performance on the recognition of

some mathematical formulas, some errors were caused by over-cutting in the very early

recognition process and the contained structure of some symbols, such as root. To solve

these problems, the bottom-up and the top-down strategies are applied in the structure

analysis process. For basic structures, such as vertical and horizontal relations between

subexpressions, the top-down strategy is used to find the largest horizontal bar of the frac-

tion before the next largest in the subexpression in the numerator and denominator. For
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specific structures, such as root expressions, superscript and subscript expressions, and

matrix expressions, the bottom-up strategy is applied. In this situation, the particular re-

lations such as superscript, subscript, and root are processed and then the subexpression

is treated as a single component in the later steps.

A pure top-down approach, which is syntax directed and guided by some grammar

rules, is applied in Anderson’s system [4]. The input of the system is an attributed symbol

list consisting of the symbol identity, bounding box coordinates and typographical center

coordinates. Then a parse tree is built by trying all possible partition symbols, and the

semantics of the expression are obtained by transferring the string attributes from leaves

to root of the tree.

A method to recognize the mathematical formulas by searching for spanning trees

of the virtual link network with minimum costs that correspond to the recognition result

of the mathematical formula structure was developed in the work of Eto and Suzuki

[2]. Both the local cost initially attached to the network regarding to the relationship

between adjacent symbols pair and the global cost reflecting the whole formula structure

are included. The advantage of this method is that it is very robust to the recognition

error between symbols of different normalized sizes.

Mathematical rules were developed by Chen [3] to automatically parse the layout

structure and semantics for the mathematical notations. The factors of the rule are

derived from the constructed layout tree model that describes the spatial relationships

between the symbols and subexpressions within a mathematical formula.

Zanibbi [1] proposed a method to analyze the syntax and semantics of an expression
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based on the baseline structure tree that represents the spatial relationships between the

symbols. A mathematical formula grammar and a set of tree transformation are applied to

create operator trees that encode all the information necessary to interpret the semantics

of a mathematical formula. The grammars specify the precedence and associativity of the

operators. The types of operands and the implied operators are recognized by using a set

of tree transformation rules to identify these patterns in the formula parsing tree.

2.2 DRACULAE

An implementation called Diagram Recognition Application for Computer Under-

standing of Large Algebraic Expressions (DRACULAE) [1] is introduced. DRACULAE

serves as an expression parser that performs structure analysis for the mathematical for-

mula recognition system. The inputs to the system are symbols together with related

bounding box attributes. The outputs are a LATEX representation of the mathematical

expression and the operator tree structure. To process the input of a series of recognized

symbols, DRACULAE is packaged with a third-party symbol recognizer and a user inter-

face, both of which are parts of the Freehand Formula Entry System (FFES) [19]. One

motivation of our research is to generate the symbol layout class information to allow the

DRACULAE to construct the spatial layout model before performing optical character

recognition.

DRACULAE consists of three steps: layout pass, lexical pass and expression anal-

ysis pass. The first one constructs a baseline structure tree (BST) that represents the

two-dimensional arrangement of the symbols of the mathematical expression. The lexical
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pass then generates a Lexed BST from the initial BST, which recognizes groups of adja-

cent input symbols and outputs a LATEX representation of the input expression. Finally,

the expression analysis pass produces an operator tree that describes the order and scope

of operations in the input expression.

Symbol layout classes are utilized in the layout pass to construct a baseline struc-

ture tree from the input. Different layout classes have different surrounding locations.

An example of BST construction for the given expression is shown in Figure 2.6. All in-

put symbols are specified by their layout classes and bounding box coordinates. Symbol

layouts are defined as the spatial relationship between the symbols within the expres-

sion, such as below, above, superscript, subscript and horizontal adjacency. The baseline

is defined as a linear horizontal alignment of the symbols within the expression. Seven

symbol layout classes are predefined for all mathematical symbols, which are Ascender,

Descender, Center, Open Bracket, Non-Scripted, Variable Range and Root, as shown in

Figure 1.1. Different layout classes have different surrounding regions where the nested

baseline are located.
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(a)

(b)

Figure 2.6: Baseline tree construction of the expression (a + b2 − p)3 > 5. (a) Original
expression, (b) Baseline structure tree.

Compound symbols and structural symbols are recognized in the lexical analysis

pass. Compound symbols refer to mathematical symbols which comprises of sequence

of single input symbols. For example, cos consists of c, o and s. Structure symbols

are defined as the symbols whose meaning depends on the spatial relationship between

multiple baselines, such as fractions, limits, and roots.

In the expression analysis, a mathematical expression grammar and a set of tree

transformations are used to create the operator tree. The grammar makes use of a modifi-
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cation of the traditional context-free expression grammar. A series of tree transformations

are performed to determine the implicit operators and reordered operands. The form of

the output of the expression analysis may be translated and executed by computer algebra

system such as Maple [8].

DRACULAE was evaluated by assessing the performance of the Lexed BST recog-

nition on the UW-III database. Two metrics were used, which are (1) the number of

correctly recognized baselines, and (2) the percentage of symbols or tokens that were

correctly located in their baselines. The results showed that 71% to 79% of the base-

lines were correctly recognized and 86% to 90% of the tokens were correctly placed by

DRACULAE. In addition, DRACULAE’s recognition ability was also informally tested

by using the Free Formula Entry System (FFES). The results show that most users (24

of 27) found the bitmap output produced by FFES/DRACULAE from the user entered

expressions to be useful.

2.3 Shape Context

Shape context is a feature measuring the shape similarity between two objects by

describing the spatial relationships between the sampled points on the shape contour of

the objects [20]. The new feature developed in our work, layout context, is an extension

of the shape context. Shapes are represented by a number of points uniformly sampled

from the shape contour. The shape context describes a coarse spatial distribution of the

rest of these points relative to a given point on the shape contour. Suppose there are k

points sampled from the contour of a shape. For each point pi on the shape, the coarse
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histogram labeled as hi of the coordinates of the remaining k − 1 sample points relative

to pi is defined as the shape context of pi. The bins for this histogram are uniform in

a log-polar space as shown in Figure 2.7(a). Based on the definition of shape context,

measuring similarity between two shapes is equivalent to finding a sample point on the

other shape that has the most similar shape context for each sample point on one shape.

An example of the shape context of two similar points from two different shapes is shown

in Figure 2.7(b).

Since shape contexts are distributions represented by histograms over a log-polar

space, a cost Cij for matching two points according to their shape context is calculated:

Cij =
1

2

K∑
i=1

[h(pi)− h(qi)]
2

h(pi) + h(qi)
(2.3)

The points matching cost may also include another factor based on the local ap-

pearance similarity between the two points pi and qi, especially for the shapes of the grey

level images.

A transformation map generated by regularized thin-plate splines (TPS) is applied

to map arbitrary points from one shape to the other. The thin plate spline is widely used

for modeling coordinate transformation. A displacement field that maps any position in

the first shape image to its interpolated location in the second shape image is generated

by using two separate TPS functions [21].
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(a)

(b)

Figure 2.7: Shape context computation and corresponding points matching [5], (a) Dia-
gram of log-polar histogram bins used in shape context computation with 5 distance bins
and 12 angle bins (b) Example shape context for reference sample points marked by ◦, �
and C. Note that the shape context for ◦ and � are similar to each other while the shape
context for C is much different.
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Finally shape context was tested on the digit recognition by using the K Nearest

Neighbors and proved very effective with an error rate of 0.63% using the MINST database

with a training set of 20,000 samples when K = 3.

2.4 Summary

Symbol recognition and structural analysis usually are the two main processes

in a mathematical formula recognition systems. For structural analysis, layout model

constructions and structure semantics analysis are the key processes to determine the

expression structure and their intended semantic meaning. A number of works have

examined these two issues in the past thirty years and have generated many important

layout models and semantics analysis methods. DRACULAE is an implementation of an

expression parser based on the layout model describing the spatial relationship between

the symbols via a baseline tree structure. The input symbols of the system are preassigned

a layout class that has a unique arrangement of surrounding regions. Our research focuses

on the implementation of this classification. In addition, a shape-matching feature named

shape context is introduced. This feature describes a coarse distribution of the points

on a shape relative to a given point. Then the problem of finding two similar shapes is

equivalent to finding two shapes with the smallest total matching error between the shape

context for each of the sample points on the two shapes. This shape descriptor has been

proven to be very robust and effective in the area of digit recognition and 3-D object

recognition such as trademarks and sihouettes.
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Chapter 3

Methodology

In this chapter, we present the methodology for our experiments. The classification

process in our experiment includes two main steps: feature extraction and class labeling.

Section 3.1 introduces the seven layout classes and their associated attributes. Section 3.2

defines the new feature layout context and details the feature extraction method. Section

3.3 gives a description of the Nearest Neighbor (NN) rule applied in the labeling process

and the feature distance metric. Section 3.4 describes the evaluation process for the

classification method. Section 3.5 lists the experiment setups and the hypotheses which

these experiments are designed to test.

3.1 Symbol Layout Classes

Seven layout classes [1] are defined to describe the expected locations of neighbor-

ing symbols, which include Ascender, Descender, Center, Open Bracket, Non-scripted,

Variable Range and Root, as shown in Figure 1.1.

These classes represent different centroid locations and surrounding regions asso-

ciated with a symbol. The centroid of a symbol reflects the character typographic center

and is used to test whether a symbol lies within a region [4]. The x center of the centroid
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is calculated as Xmin+Xmax

2
, where Xmin and Xmax are the minimum and maximum x co-

ordinates of the symbol bounding box. As shown in Table 3.1, the y center of the centroid

is calculated according to the centroid ratio c and the symbol layout class. Surrounding

regions of a symbol include: below, above, subscript and subscript. Different classes of

symbols have different spatial relationships with these surrounding regions. Combinations

of the attributes of each layout class are shown in Table 3.1.

Table 3.1: Symbols classes with associated centroid position and surrounding regions
spatial locations based on Zanibbi,et al’s layout classes [1]. H is the bounding box height
(Ymax − Ymin) and the parameter c (centroid ratio) is used to describe the location of
centroid y center in terms of the height H of the whole symbol bounding box. t is the
threshold ratio which is used to describe the y coordinates of the surrounding region
bottom. The centroid ratio, c, and the threshold ratio, t, are both in range [0, 0.5], with
t < c

Symbol Class Y-center Threshold
Below Above SUBSC SUPER

Ascender cH tH H − (tH) tH H − (tH)
Descender H − cH 1

2
H + t1

2
H H − t1

2
H 1

2
H + t1

2
H H − t1

2
H

Center 1
2
H tH H − (tH) tH H − (tH)

Open Bracket cH minH maxH \ \
Non-Scripted 1

2
H 1

2
H 1

2
H \ \

Variable Range 1
2
H tH H − (tH) tH H − (tH)

Root cH minH maxH tH H − (tH)

3.2 Layout Context Extraction

A new feature, named layout context, is developed in this paper to depict the

spatial relationship between a reference symbol and its local neighboring symbols within
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the math expression.

3.2.1 Key Points Model Representation

Since layout context describes the spatial distribution of symbol locations, the first

step is to represent symbols. A number of key points from different locations of the symbol

bounding box, which include sides, diagonals and center lines, are used as the model to

represent an individual symbol. The key points are sampled with uniform interval by

bisecting line segments on the sides, diagonals and center lines of the bounding box, as

shown in Figure 3.1 to Figure 3.3. The reason for selecting a symbol bounding box is that

we believe that the symbol bounding box is a simple way to describe layout. There are

three typical types of key points models:

• Model with only side points.

This type of key points model includes only the points sampled from the sides of

the bounding box (Figure 3.1).

• Model with only inner points.

This type of key points model includes only the points sampled from the center,

diagonals, and centerlines of the bounding box, which are all inside the bounding

box (Figure 3.2).

• Model with both inner and side points.

This type of key points model includes points sampled from both sides and the

interior parts of the bounding box (Figure 3.3).
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(a) 4 key points (b) 8 key points

(c) 16 key points (d) 32 key points

(e) 64 key points (f) 128 key points

Figure 3.1: Instances of the side key points model.
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(a) 1 key point (b) 9 key points

(c) 25 key points (d) 57 key points

(e) 121 key points

Figure 3.2: Instances of the inner key points model.
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(a) 5 key points (b) 9 key points (c) 17 key points (d) 25 key points

(e) 41 key points (f) 57 key points (g) 89 key points (h) 121 key points

(i) 185 key points (j) 249 key points

Figure 3.3: Instances of both side and inner key points model.
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3.2.2 Neighborhood Area

After representing a symbol by a key points model, the next step is to identify the

neighborhood area of the reference symbol within its math expression. The neighborhood

area is identified by a circle centered at the reference symbol bounding box center. Any

symbols within this area are considered to be neighboring symbols in the layout context

extraction of the reference symbol.

We use r to denote the ratio between the circle radius and the unit length, which

is half of the length of the reference symbol bounding box diagonal (Figure 3.4). The

radius of the circle area may be changed to cover symbols in various distant areas from

the reference symbol bounding box center in the later experiment. The larger the radius,

the larger the circle area, which means that more symbols are covered by the circular

area (relative to the reference symbol) in the later feature calculation. Several examples

(Figure 3.5) present different sizes neighborhood areas of a reference symbol within a

math expression.

Figure 3.4: Unit length of symbol “+”.
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(a)

(b)

(c)

Figure 3.5: Different sizes of symbol neighborhood area (r = 1, 2, 4) used in layout context
extraction. The parameter r denotes the ratio between the radius of the circle and the
unit length: (a) The radius of the circle is equal to the unit length when r = 1. (b) The
radius of the circle is twice of the unit length when r = 2. (c) The radius of the circle is
four times of the unit length when r = 4.
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3.2.3 Histogram Calculation in Log-Polar Space

After identifying the neighborhood area and representing the symbol, the layout

context may be extracted by calculating the distribution of key points of the symbols

within the neighborhood area relative to the reference symbol bounding box center. An

example of calculating the layout context of a reference symbol ”+” within a formula is

shown in Figure 3.6. The key points model used in the computation can be seen in Figure

3.3(a) and the radius ratio r = 4. The steps for the feature extraction are stated below:

1. Compute the vectors connecting the neighboring symbol key points to the symbol

center o (Figure 3.6(b)), and calculate the length and angle of each vector.

2. Divide the neighborhood region into 60 bins, consisting of 12 equal angle bins and

5 distance bins. The ratio of the radii of the five distance bins moving out from the

center of the symbol are 1
16

: 1
8

: 1
4

: 1
2

: 1, with the whole (1) being the radius of the

outermost circle neighborhood area (Figure 3.6(c)). This division of the distance

bins is consistent to that of Belongie, et.al’s work.

3. Compute the histogram of key points by their distance and angle relative to the

reference symbol center over the 60 bins (Figure 3.6(d)). Normalize the histogram

by dividing each bin by the number of key points. The resulting histogram is the

layout context of the reference symbol.
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Figure 3.6: The process of calculating the layout context of the symbol “+”. (a) Ex-
pression where the reference symbol “+” lies. (b) Vectors that connect other key points
within the neighborhood to the reference symbol bounding box center. (c) 60 bins of the
circular neighborhood area. (d) Visual representation of the layout context of symbol
“+”. The darker the bin, the larger the number of points within it.
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3.3 Classification Using Nearest Neighbor Rule

After feature extraction, the class are labeled using Nearest Neighbor rule. A

histogram matching cost is used as the feature vector distance metric for the nearest

neighbor classification.

3.3.1 Nearest Neighbor Rule

Nearest Neighbor (NN) is a supervised classification algorithm in which the class

of a new instance is that of the majority of the nearest neighbor training instances. The

classifier does not depend on any probability density model but only on the labels of the

nearest neighbor samples. For example, if the nearest neighbor of the reference symbol is

of class Ascender, then the reference is labeled Ascender as its layout class. If the nearest

neighbor symbols that belong to two different layout classes have the same feature distance

to the reference, then we break the tie by randomly assigning the reference symbol one of

these different layout classes of the nearest neighbor symbols.

3.3.2 Distance Metric for Layout Context Feature

The histogram matching cost between the query histogram feature and the training

instance histogram feature is computed as the distance metric in the Nearest Neighbor

rule. Consider two symbols pi and qi in an expression and let Cij represent the matching

cost between the layout contexts h(pi) and h(qi) of these two symbols. As the layout

context is represented by histograms, it is natural to use the χ2 metric [21] with Yates’

correction [22] to represent the matching cost of the two histograms. In our work, the
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matching cost between the distribution of the relative coordinates for the test symbol and

a distribution of its neighborhood symbol is computed:

Cij =
1

2

K∑
i=1

[h(pi)− h(qi)]
2

h(pi) + h(qi)
(3.1)

3.4 Performance Evaluation: Leave-One-Out

We adopt a classification model evaluation method named “leave-one-out” (LOO),

which is an extreme situation of the k-fold cross validation. k-fold cross validation divides

the data set into k subsets, each of which has an approximately equal number of data

points. One of the k subsets is used as the testing set, and the remaining k-1 subsets are

used as the training sets in the cross validation process. This validation process repeats k

times in which each of the k subsets is used as the testing data set. In the LOO method,

the number of data points of each subset becomes 1 and the k becomes the total number of

data points in the sample data set. The advantage of this method is that all observations

are used for both training and validation. The shortcoming is that this method may be

computationally expensive if the data set is too large.

3.5 Experiment Data Set and Setup

Experiments are performed to test whether the symbol layout classification accu-

racy may be improved by using a large number of key points from both inside and on the

boundary of the symbol bounding box and a small neighborhood size.
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3.5.1 Hypotheses

Four specific hypotheses are proposed to be test in our experiments:

1. Only the symbols that are closest surrounding the reference symbol need to be

included for the layout context calculation.

2. The key points model should include a large number of key points sampled from

both sides and the interior of the bounding box in order to accurately represent the

symbol location in the layout context extraction.

3. Including key points from both the reference symbol and the neighboring symbols

gives the best classification performance.

4. For the key points model, the inner points should be sampled from some geometrical

important locations of the bounding box, such as the diagonals and center lines, to

represent the symbol spatial characteristic simply and effectively. Sampling the

inner points in a naive way, such as uniformly across the bounding box, may cause

the layout context feature less effectively in representing the spatial arrangement of

the neighboring symbols relative to the reference one.

We first test hypothesis 1 by varying the radius ratio r and the number of key

points p. The key points model in the experiment includes both inner and side points

in the layout context computation. To test hypothesis 2, we repeat the same process of

hypothesis 1 but use key points models separately with inner points alone and side points

alone. Then we compare the highest classification rates of these two type of models with

38



those of the key points model with both side and inner points. Furthermore, experiments

for the key points models using only reference symbol key points and only neighboring

symbols key points are performed. The classification results are also compared to that of

the key points model by using both reference symbol points and neighboring symbols key

points to determine if hypothesis 3 is correct. Finally, to test the validity of hypothesis

4, a grid key point model in which the inner key points are arranged in a grid pattern is

used in our last experiment and the classification result is compared to that of the “cross”

model, which has points on the diagonals and center lines only. Through testing these

hypotheses, we can find out the how the parameters of the layout context feature affect

the layout class classification rate.

3.5.2 Experiment Data Set

University of Washington English/Technical Document Images Database III [23]

is used to provide both the training data and the testing data in our experiment. UWIII

database is publicly available and its ground truth has been established. All mathematical

symbols within expressions have corresponding LATEX representations and symbol bound-

ing box coordinates in XFIG format. There are 1917 symbols contained by 73 math

formulas is this database. All symbols are manually labeled with their actual layout class

according to the definition of the seven layout classes in Table 1.1.
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3.5.3 Experiment 1: Classification Experiment with Different Neighborhood
Size and Key Points Locations

Experiment 1 is designed to see the trend of classification accuracy using layout

contexts with different parameter settings for the feature computation. Two parameters

are involved: the ratio between the outer circle radius and the unit length (denoted as r),

the type of locations where the key points are sampled (denoted as Tp).

The dependent variable in our experiment is the classification accuracy, and the

independent variables are r and Tp. A summary of experimental conditions with different

parameters combinations of Tp and r is shown in Table 3.2. All key points models are

divided into three categories according to location type Tp and there are multiple instances

of key points model for each Tp with a different number p of key points. In the left most

column of Table 3.2, inner points refer to the key points sampled from the interior of

the bounding box, and side points refer to the key points sampled from the sides of the

bounding box. Inner and side refer to the key points sampled from both the sides and

the interior of the symbol bounding box.

Table 3.2: A summary of different experiment conditions, where r is the ratio between
the radius of the circular neighborhood and the unit length, and Tp is the type of location
where the key points are sampled.

Tp r
1 2 4 8 16

Inner points only Condition 1 Condition 2 Condition 3 Condition 4 Condition 5
Side points only Condition 6 Condition 7 Condition 8 Condition 9 Condition 10
Inner and side Condition 11 Condition 12 Condition 13 Condition 14 Condition 15
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The values of r used were 1, 2, 4, 8 and 16. For almost all the expressions in

our experimental data set, the maximum value of r = 16 means that all other symbols

within the expression would be covered by the circular neighborhood area of the reference

symbol when the radius of the outer circle is 16 times the unit length (half the length of

the reference bounding box diagonal). Since we have limited the neighborhood area of

a symbol within the scope of its expression, there is no need to have a larger circle area

(when r > 16). The reason that the minimum value of r is 1 is because we want the

neighborhood area to include at least the reference symbol.

3.5.4 Experiment 2: Classification Experiment Using Key Points From Dif-
ferent Types of Symbols

To investigate the contribution of the reference symbol and the neighboring sym-

bols to the classification performance, three different conditions are applied in our classi-

fication experiment (Figure 3.7), which are using reference symbol key points alone, using

neighboring symbols key points alone and using both reference and neighboring symbols

key points.
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(a)

(b)

(c)

Figure 3.7: Three conditions in which the key points are from different types of symbols.
(a) Only the reference symbol key points. (b) Only the neighboring symbol key points.
(c) Reference symbol key points and neighboring symbol key points.
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We use Ts to denote the types of symbols where the key points are taken for

the layout context computation during the experiment. The parameter settings of our

experiment are shown in Table 3.3. It is noted that for all the key point models in this

experiment, the key points are sampled from both the sides and the interior of the symbol

bounding box.

Table 3.3: A summary of different experiment conditions, where r is the ratio between
the radius of the circular neighborhood and the unit length and Ts is the type of symbol
where the key points are sampled.

Ts r
1 2 4 8 16

Reference Condition 1 Condition 2 Condition 3 Condition 4 Condition 5
Neighboring Condition 6 Condition 7 Condition 8 Condition 9 Condition 10

Reference and neighboring Condition 11 Condition 12 Condition 13 Condition 14 Condition 15

3.5.5 Experiment 3: Classification Experiment Using Grid Key Points Model

Finally, a grid key points model is designed and used in our classification ex-

periment and the related classification results are compared to those of the “cross” key

points model in which the inner points are sampled from the diagonals and center lines

of the bounding box. In the grid key points model, the key points are sampled from the

intersection of a n× n grid pattern of the symbol bounding box as shown in Figure 3.8.
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(a)

(b)

Figure 3.8: The grid key point model (a) 8× 8 cells intersection points. (b) 12× 12 cells
intersection points.

All conditions of the experiment are shown at Table 3.4. It is noted that the

arrangement of the inner points of the grid model is quite different from the pattern of

points of the “cross” model used in our previous experiments. For the “cross” model, the

key points are sampled from the diagonals and centerlines of the symbol bounding box.
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Table 3.4: A summary of different experiment conditions, where r is the ratio between
the radius of the circular neighborhood and the unit length and Ti is the type of pattern
in which the inner key points are arranged.

Ti r
1 2 4 8 16

Cross Condition 1 Condition 2 Condition 3 Condition 4 Condition 5
Grid Condition 6 Condition 7 Condition 8 Condition 9 Condition 10

3.5.6 Summary

In this chapter, we have presented the methods for the two main layout classifica-

tion processes: layout context extraction and nearest neighbor classification. In addition,

we have described the experiment data set and the experimental setups for our three

experiments as shown from Table 3.2 to Table 3.4. Four hypotheses are also proposed

for the experiments to test. The classification rate is the dependent variable for all the

experiments. The variable r is the ratio between the circular neighborhood area radius

and the unit length (Figure 3.4). Tp, Ts and Ti represent different parameters in the key

points model , which are the location of key points, the type of symbol where the key

points are from and the arrangement pattern of the inner key points, respectively. In the

next chapter, we present the result of the three experiments and discuss the effects of the

parameters on the classification performance.
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Chapter 4

Results and Discussion

The results for each experiment described in Chapter 3 are presented here. Section

4.1 shows the classification results with different parameter combinations of r and Tp. At

the condition with the highest overall classification rate, a confusion matrix is created to

describe the most confused of the layout classes. Section 4.2 presents the results of the

classification experiments using key points from various types of symbols and discusses

the contributions of these different types of symbols to the classification performance.

Section 4.3 gives the classification result when the grid inner key point model is applied

in the layout feature computation and compares it to the one where the “cross” model

with inner key points on diagonals and center lines is used.

In the first experiment testing the effects of neighborhood size r and key points

sampling locations Tp, the result shows that the accuracy of the layout classification is

roughly 80% for a relatively small neighborhood area and key points are sampled from

both inner and side of the bounding box in the layout context extraction. From the

classification result in our second experiment, it is found that the reference key point and

the neighboring symbols key points have different effects on the classification performance

and the model using key points from both reference symbol and neighboring symbols

generates the best result. In our last experiment, the results indicate that the “cross”
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key points model (with inner key points in the diagonals and center lines of the bounding

box) may have better performance than the grid key points model. However the difference

between the best classification accuracies of these two models is not big enough to be

statistically significant.

4.1 Results of Experiment 1: Using Different Neighborhood
Size and Key Points Locations

A series of classification experiments are performed with different radius ratio (r)

ranging from 1 to 16 (1, 2, 4, 8 and 16) using three types of key point models which

sample their key points from different locations: the bounding box boundary, the interior

of the bounding box, and both the interior and exterior of the bounding box. A summary

of classification results at all the conditions (Table 3.2) are shown in Table 4.1. For each

type of key point model, there are a number of instances, each with a different number of

key points, denoted as p. The classification rate for each condition presented in Table 4.1

is the highest one among all of the instances related to each condition. The tendencies of

the classification rates versus r, for each type of key point model, can be seen in Appendix

A.
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Table 4.1: Layout classification rates at different conditions. r is that ratio between the
outer circle radius and the unit length, p is the number of key points sampled to represent
the symbol, Tp indicates the bounding box locations where the points are sampled.

Condition r p Tp Accuracy
Control 1 1 Inner 0.420

1 1 121 Inner 0.707
2 2 25 Inner 0.721
3 4 57 Inner 0.740
4 8 25 Inner 0.670
5 16 57 Inner 0.571
6 1 128 Side 0.689
7 2 128 Side 0.739
8 4 128 Side 0.733
9 8 16 Side 0.662
10 16 4 Side 0.559
11 1 89 Side and Inner 0.735
12 2 89 Side and Inner 0.792
13 4 89 Side and Inner 0.748
14 8 41 Side and Inner 0.662
15 16 249 Side and Inner 0.557

As shown in Table 4.1, the control condition is that the radius of the outermost

circle is half of the length of the bounding box diagonal (r = 1, encircling the bounding

box) and the key point model uses only bounding box centers (p = 1). As seen in Table

4.1, accuracy ranges from 42.0% (control) to 79.2% (condition 12). Performance is best

when r = 2 and both inner and side points are used with p = 89.

A confusion matrix for the best condition in Table 4.1 (condition 12) is shown in

Table 4.2. The last row of Table 4.2 contains the most frequent confusion for each layout

class.
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Table 4.2: Confusion matrix for the best condition (12) in Table 4.1

Correct Class
Predict Open Non- Variable Predicted
Class Ascender Descender Center Bracket script Range Root Frequency

Ascender 82.8% 11.8% 12.0% 5.0% 6.3% 15.9% 0.0% 660
Descender 3.2% 69.2% 4.2% 2.1% 2.3% 2.2% 0% 144

Center 7.3% 13.3% 75.6% 10.0% 9.5% 4.5% 4.5% 501
Open

Bracket 0.9% 0.7% 2.8% 82.0% 0.7% 2.2% 0 139
Non-
script 5.3% 3.9% 5.0% 0 80.3% 9.0% 0 413

Variable
Range 0.4% 0.7% 0.4% 0.7% 0.7% 65.9% 0.0% 39
Root 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 95.4% 21

Actual
Frequency 657 127 500 139 428 44 22 1917

Common
Confusion Center Center Ascender Center Center Ascender Center

The average layout contexts of the seven symbol layout classes are shown in Fig-

ure 4.2. Some layout characteristics of the symbols are reflected from these pie chart

representations.

1. The outer bins are usually darker than the inner bins, which indicates that there

are more neighboring symbols distributing in more distant neighborhood area than

in the near neighborhood area relative to the reference symbol. One reason is that

the outer bins have larger areas because of the larger radius ratios of the five distant

bins: 1
16

: 1
8

: 1
4

: 1
2

: 1 (Figure 3.6(c)). As a result, the more distant the bin is from

the reference symbol, the larger the bin’s area so that it generally contains more
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neighboring symbols .

2. The bins in horizontal areas (leftmost and rightmost bins) are darker than those

in the vertical areas (top and bottom bins). One reason is that the symbols in

expression are more likely arranged horizontally than arranged vertically.

3. For the Root class, differences between the densities of the leftmost-upper and

rightmost-upper bins are much larger than that of other layout classes; this is partly

an artifact of our data set, where roots are often located in the denominator of a

fraction (Figure 4.1).
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Figure 4.1: Document images of expressions in the UWIII experiment data set containing
square roots.
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(a) Ascender (b) Descender (c) Center

(d) Nonscript (e) Var. Range (f) Open Bracket

(g) Root

Figure 4.2: Average layout context histogram for each layout class.

52



The accuracy of the classification for each of the seven classes is described in Figure

4.3, which is the ratio between the number of symbols that are correctly assigned to their

layout class against all the symbols that actually belong to this class. The Root class

has the highest accuracy, possibly because the layout contexts for root symbols are quite

distinct from the other classes (Figure 4.2(g)).

Figure 4.3: The accuracy of the classification result of the seven layout classes.
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4.1.1 Discussion

From the summary in Table 4.1 and the tendency of classification rates at different

r in Appendix A, it is found that including key points of neighboring symbols that are

very close to the reference symbol gives the highest classification accuracy for all the three

types of key points models. These key points are located within the circle whose radius

is the twice the unit length of the reference symbol bounding box (r = 2). Accuracy

decreases when larger or smaller neighborhood area is attempted. This maybe because

the key points of neighboring symbols that are distant from the reference symbol may

induce spurious or unhelpful information, which degrades the feature performance.

It is also observed from the confusion matrix (Table 4.1) that the Center layout

class is the most frequently confused. This may be because the definition of the Center

layout class (Table 3.1), includes all symbols that do not belong to the other six classes.

This may include some symbols that we had not have anticipated (e.g.,γ̂ may be confused

with Descender class symbol γ). These unexpected symbols may have similar layout

context to that of other layout class symbols and thus make some of the other six layout

symbols classified as Center. Wrongly assigning a symbol a layout class may lead to errors

in judging the spatial relationship between the reference symbol and its neighboring ones.

For example, in the step of the baseline structure tree construction of DRACULAE, the

Descender class symbol usually has a higher threshold of the subscript region than the

Center class does (Figure 1.1 and Table 3.1). As a result, if a symbol of the Descender

class is mistakenly classified as the Center class, the neighboring symbol that lies in the

subscript region of the reference one may not be labeled as the subscript but the horizontal
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one of the reference symbol in the generated baseline tree.

As it is shown in Figure 4.3 that the Root class has the best classification accuracy.

One explanation is that the neighborhood area for square roots is usually larger than that

of other layout classes for a given r due to a longer bounding box diagonal. Consequently,

there are more symbols covered in the ring zone between the two most distant circles from

the bounding box center.

A comparison of the highest classification rate of the three types of key points

models at each radius r is shown in Figure 4.4. The parameters setting for the best

classification rate for different radius ratio r can be seen in Table 4.1. The results show that

including points from both the boundary and interior of the bounding box in the layout

context extraction usually generates the smallest classification error compared to including

key points from either side or interior of the bounding box when the neighborhood area

is not too big (r < 8) to include symbols that are too far away from the reference.

In addition, the number of key points (parameter p) used by a specific key point model

instance in the layout context also affects the classification accuracy as shown in Appendix

A. In general, a large number of points are needed to represent the symbol bounding box

in the layout context extraction. Using too few key points (p < 5) would degrade the

classification accuracy. This is because the layout context feature will not accurately

reflect the spatial distribution of symbols if the number of key points included in the

histogram is small. However the classification accuracy may also degrade when too many

points are included in the key points model. One explanation is that including too many

points may make the histogram values become too large for all the symbols and in turn
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the layout context features of the symbols belong to different classes are less distinctive.

As a result, the classification accuracy decreases.

Figure 4.4: Comparison of the highest classification rates using points from three different
locations of the symbol bounding box: side, interior, and both side and interior.

4.2 Results of Experiment 2: Using Key Points From Different
Types of Symbols

A summary of the classification results of Experiment 2 is shown in Table 4.3.

The tendencies of classification accuracies versus r by using key points from different

types of symbols are shown in Appendix B. The comparison of the highest classification
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rates between reference symbol model, neighbor symbol model, and both reference and

neighbor symbol model, at different r, is shown in Figure 4.5. It is noted that both inner

and side key points are sampled in the key points model in this experiment.

Table 4.3: The classification rate versus r using three types of symbol key points: reference
symbol points, neighborhood symbol key points and both reference and neighborhood
symbol key points. r is the ratio between the radii of the circle neighborhood and the
unit length, and p is the total number of key points applied in each instance. Ts denotes
the type of symbols from which the key points are sampled.

Condition r p Ts Accuracy
1 1 89 Reference 0.625
2 2 249 Reference 0.624
3 4 249 Reference 0.621
4 8 185 Reference 0.619
5 16 249 Reference 0.615
6 1 185 Neighboring 0.570
7 2 185 Neighboring 0.727
8 4 185 Neighboring 0.717
9 8 249 Neighboring 0.648
10 16 185 Neighboring 0.557
11 1 89 Reference and Neighboring 0.735
12 2 89 Reference and Neighboring 0.792
13 4 89 Reference and Neighboring 0.748
14 8 41 Reference and Neighboring 0.663
15 16 249 Reference and Neighboring 0.557

4.2.1 Discussion

From Table 4.3, it is found that the best classification result (79.2%) appears at

the condition that both reference key points and neighboring symbols key points are used
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when r = 2. This is consistent to the hypothesis 2 that using both reference symbol and

neighboring symbol key points generates the best classification result.

Based on the comparison result shown in Figure 4.5, it is found that using key

points from the reference symbol only, the highest classification rate is around 63%, which

is much lower (nearly 17%) than the best one (79.2%). This is possibly because the

extracted layout context by using reference symbol key points alone reflects only the

spatial characteristic of the reference symbol itself, without any surrounding symbols

Figure 4.5: Comparison of highest classification rates for key points taken from the refer-
ence symbol alone, neighboring symbols alone, and both reference and neighbor symbols
for different neighborhood area sizes at various radius ratio r.
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spatial distribution information. As a result, the feature may not differentiate symbols of

two different layout classes that are very similar in their individual spatial characteristic,

such as aspect ratio and size, but with different surrounding symbols arrangements.

Using the neighboring symbols alone, it is found that the highest classification

rate (72.7% in condition 7) is more than 10% higher than using the reference symbol only

(62.5% in condition 1). This indicates that the distribution of the neighboring symbols

relative to the reference symbol, which mainly reflects the layout context, plays a more

important role in the process of classifying the symbols into their proper layout class than

the spatial characteristic of the reference symbol itself. Furthermore, the classification rate

versus the radius ratio r of this model follows the same trend that the layout classification

rates increase as r changes from 1 to 2 to 4 and then decreases as r changes from 2 to 4

to 16 as shown in Appendix B. This indicates that the neighborhood symbols contribute

to the variation of the classifier performance at different radii.

Additionally, it is also noticed that when the neighborhood size is very large (r =

16), the highest classification rate achieved by using models with points only from the

neighboring symbols and models with points from both the reference symbol and the

neighboring symbols are lower than those of the model with key points from the reference

symbol only (Figure 4.5). One explanation for this special case is that including too many

symbols that are far from the reference symbols may degrade the feature performance

badly because of the irrelevant symbol key points induced in the layout context feature.

For example, in the expression (p2 − b2) + 4−
√
c, to exact the layout context of symbol

p and b, there is no need to cover the symbol c since c is too far away from p and b so
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that there is no much difference between the spatial positions of c relative to p and b. As

a result, adding key points from the symbol c has little use to make the layout context

features of p (which belongs to the descender class) and b (which belongs to the ascender

class) to be more distinctive from each other and may even degrade the effectiveness of

the feature in the classification.

4.3 Result of Experiment 3: Using Grid Key Points Model

The summary of the classification experiment result using a grid key points model

is shown in Table 4.4. The trends of classification rates versus r using the grid key points

model are shown in Appendix C.

Table 4.4: The highest classification rates versus r using two types of key points models
with different inner points arrangements: grid key points model and “cross” key points
model (inner points are sampled on the bounding box diagonals and centerlines). r is
the ratio between the radii of the circular neighborhood and the unit length and p is the
number of the key points model. Ti denotes the type of arrangement pattern for the inner
points of the key points models.

condition r p Ti Accuracy
1 1 89 cross 0.735
2 2 89 cross 0.792
3 4 89 cross 0.748
4 8 185 cross 0.662
5 16 185 cross 0.553
6 1 169 grid 0.704
7 2 81 grid 0.753
8 4 81 grid 0.736
9 8 81 grid 0.660
10 16 169 grid 0.551
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A comparison between the highest classification rate using the grid model and the

“cross” models (in which the inner points are sampled from diagonals and center lines of

the bounding box) is shown in Figure 4.6. In this experiment, the key points are sampled

from both the sides and interior of the symbol bounding box. In addition, the key points

are from both the reference symbol and the neighboring symbols.

Figure 4.6: Comparison of the highest classification rates between the “cross” key points
model and the grid key points model at different r.
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4.3.1 Discussion

The comparison between the “cross” key points model and the grid key points

model (Figure 4.6) shows that the “cross” key points model has a better performance than

the grid key points model. The gap between the highest classification accuracies of these

two types of models is 4% when r = 2 (the highest classification accuracy of the “cross”

one is 79.2% (condition 2) while that of the grid key points models is 75.2% (condition

7). Note that the difference between the number of points in these two conditions (p=89

in condition 2 and p = 81 in condition 7) may be ignored since the histogram based

feature distance computed by using the χ2 metric in our classification would not change

by increasing only a small number of key points (smaller than 10). In addition, Table 4.4

shows that the grid key points model generates the best classification rate when p = 81

with r = 2. Increasing the number of key points in the grid key points model does

not improve the classification rate as shown in Figure C.1 (when p = 169, r = 2). It

is noticed that the best classification rate of “cross” key points model is higher than

that of the grid one. One possible reason is that the inner points in the grid key points

model are arranged too densely across the bins, which may cause the layout context of

the symbols of different classes less distinct. However, since the difference between the

highest classification rates between these two types of models is less than 5%, which may

not be statistically significant, other types of key points model would be used to compare

to the grid key points model to find out whether sampling the inner points from some

special geometrical position of the bounding box would make the layout context feature

more effective in the future work.
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4.4 Summary

Our experimental results shows that the classification accuracies of the layout class

of the mathematical symbols could be improved to nearly 80% by covering the closest

surrounding neighboring symbols in a relatively small size of circular neighborhood and

sampling a fair large number of key points from the bounding box. However, including

too many points (more than 89 points) in the key points model may also degrade the

classification performance. The result of Experiment 1 supports hypothesis 1.

In addition, the comparison between the highest classification rates using key

points models which sample the points from different bounding box locations in Ex-

periment 1 shows that building a key points model in which the key points are sampled

from both the sides and from the interior of the bounding box gives the best classification

result. This result is consistent to the hypothesis 2.

We have also studied the contribution of reference symbol key points and neigh-

boring symbols key points to the classification performance in Experiment 2. Three

conditions are applied in the classification experiments: using key points from the refer-

ence symbol alone, from neighboring symbols alone, and from both reference symbol and

neighboring symbol key points. The results show that including the key points from both

the reference symbols and neighboring symbol gives better performance than using either

neighboring symbols or reference symbols alone, which is consistent with hypothesis 3. In

addition, the neighboring symbols play a more important role than the reference symbol

in the symbol layout classification.

Finally, a special grid key point model is designed and tested to see the effect of the
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sampling inner points on the final classification performance. Although the result shows

that the “cross” key point model with inner points sampled from diagonals and center

lines has better performance than that of the grid, more key points models are need to be

tested in the future work because the difference between the highest classification rates of

these two types of key points models is fairly small and may not be statistically important

to support the statement in hypothesis 4.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

Thesis Statement: One can increase the accuracy of symbol layout classification

using layout contexts, by using a large number of key points from both inside and on the

boundary of the symbol bounding box and a small neighborhood.

We have developed a new feature named layout context and have used it to suc-

cessfully classify most mathematical symbols within the formulas of our ground truth

database. The classification into seven layout classes exhibits an overall accuracy of

79.2% by properly identifying their neighborhood area so that only the closest surround-

ing symbols are covered and by using a key points model consisting of points from both

sides and interior of the symbol bounding box.

Furthermore, we have also conducted experiments to see the contribution of ref-

erence symbol and neighborhood symbols in isolation to the layout context feature. The

comparison shows that using points from both reference symbols and neighborhood sym-

bols provides the best classification accuracy.

Finally, we have performed experiments to compare the classification performance

between the ”cross” key points model and the grid key points model. The results show
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that the “cross” key points model with diagonal and centerline points outperforms the

one that using a grid. However, since the difference between the highest classification

rates by using these two models is fairly small and may not support or reject hypothesis

4, more types of key points models are need to be tested in the classification experiments

and the results are to be compared to that using a grid model.

5.2 Future Work

The layout context feature may be enhanced by adding a weighted parameter for

the distance between the key point within the neighborhood area and the center of the

bounding box of the reference symbol. The longer the distance, the smaller the weight

added to it. This may decrease the redundant information induced by the distant key

points. In addition, more types of key points models pattern can be tested by sampling

the points from other locations such as the symbol contour and foreground pixels.

Other learning algorithms may be applied in the classification process. Although

nearest neighbor algorithm is easy and effective, it is based merely on the distance between

the training instance and query instance. More complicated but powerful algorithms such

as neural networks can learn the nonlinear relationship between independent variables

and dependent variables and can also apply more weight to the more effective feature

element based on the intermediate feedback.

One might consider combining a global layout context, which describes all other

symbols within the expression relative the reference symbol, with the local layout context

to form a new feature for the layout classification. The reason is that this global layout
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context describes the visual characteristics of the expression, such as the length and width

of the expression and the number of symbols in the expression; this might be helpful in

classifying the layout of the symbol.

Some visual features, such as aspect ratio and shape context, might be employed

in the classification.

At last, we may also try to find some experiment data sets that have a large number

of symbols and expressions, which would make the classification process more reliable and

robust if more types of mathematical symbols are involved.
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Appendices
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Appendix A

Classification Rates Using Different Points Locations

Figure A.1: The classification rates versus different r using the inner key points model.
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Figure A.2: The classification rates versus different r using the side key points model.
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Figure A.3: The classification rates versus different r using both inner and side key points
model.
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Appendix B

Classification Rates Using Different Type of Symbols

Figure B.1: The classification rates versus different r using reference symbol key points.
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Figure B.2: The classification rates versus different r using neighboring symbol key points.
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Figure B.3: The classification rates versus different r using both reference and neighboring
symbols key points.
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Appendix C

Classification Rates Using Grid Key Points Model

Figure C.1: The classification rates versus different r using grid key points model.
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