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Abstract

Mathematical formulas and chemical diagrams appear frequently in scientific documents but are
often embedded as visual content, either rasterized or vector-based images, limiting their accessibil-
ity and automated analysis. This thesis aims to bridge this gap by presenting a graph-based visual
parsing framework that recognizes and parses these notations from both vector and raster image

inputs in digital documents.

For mathematical formulas in born-digital PDFs, we construct Symbol Layout Trees (SLTS) using
a graph defined over vector-based primitives, capturing spatial relationships, avoiding relying on
OCR. For born-digital chemical diagrams, we introduce a Minimum Spanning Tree (MST)-based
technique that extracts molecular structure graphs by interpreting vector graphics using domain-

specific spatial and symbolic constraints.

To parse rasterized images, we develop a multi-task, segmentation-aware neural network that oper-
ates on over-segmented visual primitives extracted via line segment detection and watershed-based
segmentation. We create annotated training data by aligning vector-based ground truth with de-
tected visual primitives in raster images. The model jointly performs symbol classification, segmen-
tation, and relationship classification in a multi-task learning framework, utilizing discrete attention
mechanisms to dynamically modify input features over iterative passes. We enhance robustness us-
ing synthetic structural and visual noise applied at the primitive level to simulate degradations in
real document images and mitigate class imbalance through stratified sampling and loss reweighting
strategies, including weighted cross-entropy, class-balanced and focal losses. We introduce a two-
stage graph attention model to support cross-task learning, where class distributions from the first

stage are used to inform refinement in the second.
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Evaluation metrics compare nodes and edges in the predicted graphs to ground truth using adja-
cency matrices and Hamming distances to quantify structural and labeling errors. The results and
analysis across mathematical and chemical datasets show that (1) input line-of-sight (LOS) graph
representation improves expression coverage (the upper bound on the number of expressions that
can be correctly parsed) and reduce number of edge hypotheses for math, while 6 nearest-neighbor
(6NN) graphs are better suited for chemistry due to their local structure, (2) attention mechanisms
and cross task interaction enhance structural prediction, (3) primitive-level noise augmentation and
loss rebalancing and aggregation improve generalization across input conditions. Together, these
findings support the development of a unified and extensible framework for visual parsing of struc-

tured scientific notations across domains.
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Chapter 1

Introduction

Parsing is the process of analyzing and extracting meaningful information from data. It plays an im-
portant role across a wide range of domains including natural language processing, computer vision,
speech recognition, and data mining. It enables computers to interpret structured and unstructured
data, transforming complex inputs into meaningful information. Document parsing, a subset of this
broader field, focuses on extracting and interpreting content from structured documents such as
books, scientific articles, web pages, and technical manuals. Document parsing has become a vital
tool for making information accessible and searchable, enhancing digital libraries, automating data

extraction workflows, and enabling intelligent retrieval of knowledge across various domains.

Among the most challenging tasks in document parsing is the recognition and interpretation of
mathematical formulas and chemical diagrams. These notations are prevalent in scientific literature,
technical reports, and patents, serving as a rich source of domain-specific knowledge. However,
despite their ubiquity and significance, mathematical and chemical notations are typically embedded
in documents as images, vector graphics, or other non-machine-readable formats. Hence, most
retrieval systems only accept text queries, and cannot handle structures like mathematical formulas
or chemical diagrams. This lack of accessibility creates a barrier to automatic indexing, retrieval,
and analysis of scientific and technical knowledge. Consequently, there is a pressing need for effective
recognition and interpretation methods for these diagrams to enable their integration into computer-
readable forms. This would facilitate easy access, searchability, and interactivity across various
platforms, including digital libraries, educational technologies, chemical informatics, and more. To
aid in the development of search engines that can process queries containing mathematical notation

[54 34} 74,190, |153,/158] or chemical diagrams, parsing them is needed for indexing formulas and
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diagrams in documents, and to support handwritten input of formulas in queries [73,81,{109}|140].

1.1 Motivation and Applications

The motivation for this research stems from the role that mathematical and chemical diagrams
play in scientific communication and the challenges associated with their effective recognition and
interpretation. Mathematical formulas encode complex expressions, equations, and relationships
that are central to fields such as mathematics, physics, engineering, and computer science. Similarly,
chemical diagrams capture detailed molecular structures, reaction mechanisms, and chemical bonds,
serving as the cornerstone of disciplines such as chemistry, pharmacology, and materials science.
These graphical elements hold valuable information essential for research, education, and industry

applications.

The scientific literature holds vast amounts of useful chemical and mathematical information, but
much of it remains locked within non-machine-readable formats. This makes it challenging to re-
trieve, analyze, and utilize such information effectively. Current manual processes for extracting
and analyzing chemical data or mathematical expressions are labor-intensive and error-prone. Au-
tomating these tasks through advanced parsing techniques can save significant time and labor costs

while helping in research and innovation.

There is a growing interest in developing techniques to extract information from graphics within
documents because not all content can be effectively retrieved using text alone. Effective recognition
and parsing of mathematical and chemical diagrams have broad implications across multiple domains

including:

¢ Enhancement of Chemical Informatics: Automating the extraction and recognition of
molecular structures, reaction data, and related content from chemical diagrams accelerates
chemical research and synthesis processes. This has implications for drug discovery, material

design, and the broader field of chemical synthesis.

e Development of Graphics-Aware Search Engines: By enabling search engines to process
queries involving graphical elements, such as mathematical symbols or molecular diagrams,
new opportunities for information retrieval and knowledge discovery are unlocked. Users can
retrieve related content based on visual patterns, expanding the possibilities of scientific and

technical searches.
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e Advancements in Educational Technology and Digital Libraries: Parsing and inte-
grating graphical content into digital platforms improves accessibility, for example, by enabling
screen readers to interpret formulas and diagrams, and enhances searchability by allowing con-
tent to be indexed and retrieved based on visual and structural features. This supports more

effective learning environments for students, educators, and researchers.

e Support for Academic Research: Providing tools that automatically parse complex graph-
ical content frees researchers from manual data extraction tasks, allowing them to focus on

data analysis, hypothesis generation, and scientific advancement.

Consider a scenario in chemical informatics where a student encounters a chemical diagram of
aspirin (acetylsalicylic acid) and seeks to learn about catalysts that can enhance its yield or identify
reactions that produce this compound. Answering such queries requires extracting, parsing, and
recognizing molecular diagrams and reaction pathways, a task that would be greatly facilitated
by automated tools. Similarly, imagine a researcher wanting more information about a complex
mathematical formula they found in a publication. Accurate recognition, segmentation, and parsing
of mathematical symbols and relationships would enable efficient searches and comparisons across
scientific literature, as well as reuse in their own documents and tools (e.g., computer algebra

systems).

The development of robust parsers that can handle both mathematical and chemical diagrams is im-
portant for transforming how information is accessed and used in scientific workflows. This research
aims to address this need by leveraging (1) input graph representations, (2) graph attention-driven
methods including edge-aware attention via GAT [129], and (3) multi-task learning and interaction
approaches, and (4) strategies to handle class imbalance and noise, which are tailored to the unique
characteristics of these domains. Graph attention-driven methods, such as GAT [129], allow nodes
to attend selectively to their neighbors based on learned attention weights, enabling more expressive
and context-aware representations of local structure. Multi-task learning and interaction approaches
allow the model to jointly optimize related tasks such as symbol classification, segmentation, and
relationship identification, while enabling shared information flow across tasks to improve general-
ization. In parallel, we explore techniques to mitigate class imbalance and simulate realistic noise

to improve robustness and real-world applicability.
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1.2 Parsing Mathematical Formulas and Chemical Diagrams

We propose developing efficient and interpretable parsers for mathematical and chemical formulas
using graph-based methods and attention-driven techniques. Two key design goals in this work
include: (1) efficiency, measured in terms of both computational runtime and the amount of training
data required; and (2) interpretability, by maintaining input—output correspondence at the level of
primitives, enabling error analysis directly over nodes and edges in the predicted graph, compared
to the ground truth graph. These priorities shape the architectural choices, learning strategies, and

evaluation protocols throughout the dissertation.

The parsing problem in our work is approached through two modalities: born-digital parsing and
visual parsing. Born-digital parsing uses content in vector-based formats such as PDF files,
where the underlying representation retains visual and structural information about the formulas
and diagrams. This format enables more precise extraction of graphical primitives, including lines,
symbols, curves, and spatial arrangements. Born-digital content often appears in modern technical
documents, research papers, and digital libraries, representing a wealth of data that can be leveraged

to improve recognition accuracy and computational efficiency.

In contrast, visual parsing targets raster images or stroke-based inputs which are typically de-
rived from scanned documents, handwritten notes, or digital sketches. This modality poses unique
challenges due to variations in image quality, resolution, and potential noise or distortions. The
visual parsing approach focuses on converting these pixel-based or stroke-based representations into

machine-readable formats, produced by born-digital parsers.

Obtaining accuracy and interpretability in visual parsing requires effective feature extraction, ro-
bust segmentation, and graph-based modeling techniques capable of handling diverse and ambiguous
input data. Segmentation plays a critical role in enabling interpretability, as it establishes clear cor-
respondence between visual input entities (e.g., strokes, line segments, CCs) and their corresponding
entities in the output structure. This alignment is essential for downstream tasks such as symbol
classification and relationship inference, and it supports transparency and verification in system
behavior. In contrast, encoder-decoder models that treat input images holistically often lack this
fine-grained correspondence, making it difficult to trace how visual elements contribute to the final

output and limiting their usefulness for interpretable models and error analysis.

By addressing both born-digital and visual parsing, this thesis aims to create a unified framework

capable of processing mathematical and chemical diagrams from a variety of input sources.
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rendering, (middle) a rasterized image version of the same formula (shown with overlaid grids to

Figure 1.1: Parsing the math formula from three input sources: (left) a vector-based PDF
emphasize its pixel-based structure), and (right) a handwritten version represented using pen stroke
data. The complete graph shows the raster image input, where each node represents a connected

component (CC) of the formula.

Mathematical Formula Parsing. Mathematical formulas consist of symbols and structural
relationships arranged in complex spatial configurations. In our segmentation-aware approach,
parsing these formulas involves segmenting the image into symbols, classifying these symbols, and
identifying relationships among them to reconstruct the underlying structure accurately as shown
in Figure This process becomes more challenging with visual inputs due to variations in font,
size, layout, and noise from scanning artifacts. In contrast, born-digital parsing of mathematical
formulas benefits from access to vector graphics, which often provide clean representations but still

require careful handling of spatial relationships and symbol connectivity.

Chemical Diagram Parsing. Chemical diagrams depict molecular structures, including atoms,
bonds, and stereochemical features. Parsing these diagrams requires accurately identifying atoms
and bonds, classifying bond types, and capturing both spatial and chemical relationships, as illus-

trated in Figure Spatial relationships refer to the geometric layout of diagram elements, such as

the relative position, orientation, and distance between atoms and bonds, which are critical for in-

terpreting stereochemistry and layout-dependent annotations. Chemical relationships, in contrast,
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Figure 1.2: Parsing chemical diagram (Nitrobenzene) from PDF image and raster image sources.
Manual grids are added to the raster image to highlight its pixel-based nature, visually distinguish-
ing it from the vectorized PDF representation. The || symbol in output represents merged lines

indicating double bonds.

describe the underlying molecular connectivity, i.e., which atoms are bonded and how they form a

connected graph, independent of their specific positions on the page.

Similar to mathematical parsing, visual parsing of chemical diagrams from raster images poses
challenges due to noise, varying drawing styles, and ambiguities in structural representations. On
the other hand, born-digital parsing leverages vector graphics, providing precise geometric data but

requires robust algorithms to interpret atom connectivity and chemical semantics.

Commonalities and Differences in Parsing Tasks. In our segmentation aware approach,
both mathematical and chemical parsing tasks involve structures that require accurate symbol
segmentation, classification, and relationship identification. However, there are notable differences in
how these notations are represented and interpreted. Mathematical formulas emphasize hierarchical
relationships among symbols, often requiring detailed spatial reasoning and layout analysis as shown
by the different relationships in Figure[I.1] In contrast, chemical diagrams focus on connectivity and
topological arrangements, where bonds and atom types must be identified and correctly interpreted

in the context of chemical rules. We describe these representations in detail in Chapter
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The born-digital and visual parsing approaches further introduce distinct challenges. Born-digital
content provides precise vector data that simplifies segmentation but still requires graph-based
spatial reasoning to interpret relationships. Visual parsing, on the other hand, faces challenges with
noise, variations, and image artifacts but is essential for document analysis in more diverse and
non-standard scenarios, such as scanned documents, handwritten notes, or publications that embed
raster images without accompanying vector metadata. While born-digital documents also support
document analysis when vector information is available, they assume structurally consistent input.
Visual parsing methods are therefore critical when such assumptions do not hold, requiring image
processing and neural network models to recover accurate and interpretable representations from

visual data.

1.3 Research Questions and Thesis Outline

The goal of this thesis is to improve the accuracy, and interpretability of visual parsers for mathe-
matical formulas and chemical diagrams. To this end, we aim to answer the following key research

questions, which guide the development, analysis, and evaluation of our proposed methods:

RQ1 How can primitive features be constructed and updated efficiently to support iterative refine-

ment of segmentation and improve structural parsing?

RQ2 What types of input graph representations are most effective for parsing mathematical for-

mulas and chemical diagrams, and do these representations differ between the two domains?

RQ3 How can graph context and class distributions be leveraged to improve contextual represen-

tation and task interaction in multi-task parsing?

RQ4 Can visual and structural noise at the primitive level, together with class balancing strategies,

improve the robustness of the visual parser?

This dissertation aims to addresses the task of parsing mathematical formulas and chemical diagrams
from both vector-based and raster image data. FEach chapter explores specific technical methods,

algorithms, and evaluation frameworks developed throughout this research.

Chapter [2] provides the necessary background on representations, input sources, graph structures,
and output notations used in mathematical and chemical parsing. It details various evaluation met-

rics, including graph-based methods like adjacency matrices and LgEval, and string-based measures.
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This chapter also reviews existing parsing models and relevant parsing techniques, setting the stage

for the subsequent chapters.

In Chapter [3] we present methods for born-digital parsing from vector-based PDF symbols. This
includes extracting symbols from PDFs, constructing Symbol Layout Trees (SLTs) for mathematical
formulas using Edmonds’ algorithm on Line-of-Sight graphs [113|, and parsing molecular diagrams
through Minimum Spanning Tree (MST) transformations. The chapter also discusses generating

training data for visual parsers.

Chapter [4] focuses on visual parsing from raw images, extending our graph-based parsing meth-
ods to raster image data. The chapter introduces the Line-of-Sight with Graph Attention Parser
(LGAP) [114] and the Line-of-Sight Chemical Graph Parser (LCGP) models [112], explaining their
input structures, feature extraction techniques, and graph transformation processes. LCGP ex-
tends LGAP to chemical diagrams, introducing a contour-based primitive extraction method that
directly leverages extracted contours from images to improve visual features, as well as introduces
a segmentation-aware refinement process that iteratively merges primitives and updates visual fea-

tures, addressing the goals of RQ1.

Chapter [5| addresses RQ2 and RQ3 by investigating the choice of input graph representations
and the role of contextual interaction in multi-task parsing. We systematically compare Line-of-
Sight (LOS), k-Nearest Neighbor (KNN), and complete graphs, evaluating their coverage, sparsity,
and impact on parsing accuracy in both math and chemical domains. The chapter also introduces
improvements in primitive extraction and unifies visual feature representations across domains using
contour-based feature construction and a shared ResNeSt-50 encoder. We then propose EGATv2,
a multi-hop, edge-aware graph attention model that enables joint node-edge updates and task
interaction through a two-stage architecture with aggregation of class distribution and visual features

together.

Chapter [6] addresses RQ1 by improving the robustness and efficiency of visual primitive extrac-
tion from raster images, including the separation of over-segmented primitives. It also contributes
to RQ4 by focusing on robustness and generalization of the visual parser under noise and data
imbalance. We simulate visual and structural degradation using synthetic noise transformations
and apply these during training to increase resilience to real-world image variations. Additionally,
we analyze class imbalance across tasks and propose sampling, loss weighting and loss aggregation
strategies to improve performance on rare classes. All experiments in this chapter build on the

EGATv2 model introduced previously, using its two-stage, two-hop configuration as the baseline.
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Chapter [7] summarizes the key findings and contributions of this research, highlighting the advance-
ments made in parsing mathematical formulas and chemical diagrams. The chapter discusses the
implications of these findings for future research and applications, including potential extensions
to other domains and the integration of these parsing techniques into broader document analysis

systems.

Chapter [§] lists the publications that have resulted from this research, providing context for the

contributions of our work.

1.4 Thesis Statement

Robust and interpretable graph-based visual parsing of mathematical and chemical diagrams can
be achieved through: (1) domain-specific graph representations; (2) iterative merging of input
nodes representing connected components and strokes (for math) or line-based visual primitives
(for chemistry); and (3) multi-task learning incorporating randomized primitive splitting, visual
noise augmentation on primitive query and context images, contextualized graph attention, and

class-balanced loss functions.

1.5 Contributions
The key contributions of this research are as follows:

1. Training Data and Evaluation Metrics for Chemical Diagram Recognition. Devel-
oped a geometry-based ground truth generation method for parsing raster chemical diagrams
by aligning visual primitives (line segments) nodes with vector primitive nodes in generated
PDF visual graph using spatial and geometric heuristics (maximum overlap). This enables
precise, interpretable annotations directly tied to input visual primitives. For evaluation, we
adapted existing LgEvaE] metrics [84}85] to chemical diagram recognition by generating la-
bel graph files compatible with its adjacency-based evaluation, supporting fine-grained, node-
and edge-level performance assessment. This approach overcomes limitations of traditional
string-based metrics (e.g., SMILES), which lack spatial alignment and error localization, espe-

cially for stereochemical structures. While designed for chemistry, the ground truth alignment

"https://gitlab.com/dprl/lgeval
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method can be extended to other diagrammatic domains such as mathematical expressions,
flowcharts, or circuit diagrams, wherever visual primitives can be mapped to structured rep-

resentations.

. Parsing Mathematical Formulas and Molecular Diagrams Using Vector Informa-
tion. Developed graph-based parsers for extracting structures of mathematical formulas and
molecular diagrams directly from vector-based PDF content. For mathematical formulas,
Symbol Layout Trees (SLTs) were constructed by applying Edmonds’ algorithm |38] on an
input Line-of-Sight (LOS) graph with symbols extracted from PDF, capturing the spatial
relationships among symbols and primitives without the need for OCR. Likewise, for molec-
ular diagrams, a Minimum Spanning Tree (MST) approach based on distance was used to
construct an input graph, which was subsequently transformed into a molecular structure
graph through a series of graph transformations guided by chemical and spatial constraints.
This approach bypasses rasterization and complex vector conversions, enabling efficient and
interpretable graph construction that preserves geometric and contextual information directly
from vector-based data [112}]113].

. Recurrent Segmentation-Aware Graph Parsing (RQ1, RQ2). Developed segmentation
aware graph parsers for both mathematical formulas and chemical diagrams that iteratively

refine symbol groupings and update visual features. This includes:

e Enhanced visual feature extraction through the incorporation of line-of-sight (LOS)
neighbors context features and spatial pyramidal pooling [114]. Also, introduced an
input refinement mechanism that iteratively merges primitives into symbols and updates

corresponding visual features |112].

e Evaluated and selected domain-specific input graphs—LOS graphs for math, enabling
long-range structural capture with reduced noise, and 6NN graphs for chemistry, offering
a balance of local connectivity and precision. Also improved representation of punctua-

tion relationships in math formulas to increase edge coverage in LOS graphs.

. Robustness: Line-Based Primitives, Primitive Noise, and Loss Functions for Class
Imbalance (RQ1, RQ4). Proposed a unified visual feature design based on primitive-
centered query and context windows derived from drawn contours, enabling consistent local
context modeling across domains without relying on full-image features. We also introduce an
efficient and robust method for extracting visual line primitives from raster chemical diagrams,
which effectively separates over-segmented components and this method can be extended to

mathematical formulas, flowcharts, and other diagrammatic domains. To enhance robustness
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under real-world degradations, we introduced a localized noise augmentation strategy inspired
by Baird’s degradation model [11], applying primitive-level visual perturbations (e.g., blur,
downscaling, salt-and-pepper noise) and structural noise via random binary splits. Addi-
tionally, we addressed class imbalance in segmentation, symbol, and relationship tasks using
a combination of reweighted loss functions including weighted cross-entropy, focal loss, and
class-balanced loss and stratified sampling at the formula level to promote rare-class learning
and task balance. To further support task-level balance, we aggregate losses across tasks using

a complemented harmonic mean.

5. Edge-Aware Graph Attention with Cross-Task Interaction (RQ3): Introduced EGATVv2,
a two-stage, edge-aware graph attention network that aggregates visual features and class dis-
tributions for both nodes and edges, enabling bidirectional message passing. The architecture
supports cross-task interaction, improving coordination among symbol, segmentation, and

relationship predictions.

1.6 Limitations

Despite the contributions introduced in this work, several limitations remain:

1. Primitive extraction sensitivity. The current primitive extraction pipeline relies on hand-
tuned heuristics and assumes clean segmentation. In degraded or stylized images, primitive
detection and grouping can fail or require manual tuning. Furthermore, visual primitive

extraction was applied only to chemical diagrams, limiting generalizability.

2. Fixed graph structures. The use of static input graphs (e.g., LOS or KNN) introduces
tradeoffs between structural fidelity and computational efficiency. Heuristic edge pruning may

not generalize well to all diagram types or layouts, especially in noisy or unconventional inputs.

3. Symbol disambiguation challenges. EGATv2 struggles to distinguish visually similar but
semantically different symbols, such as minus versus equals signs in math, or single bonds

versus strokes in characters, especially in dense or ambiguous contexts.

4. Limited augmentation diversity. The visual and structural noise models used for ro-
bustness rely on simple binary splits and a small set of perturbation types. These may not
sufficiently model real-world degradations such as scanning noise, background clutter, or vari-

able font rendering.
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5. Loss weighting and task balance. Although focal loss and class-balanced loss were em-
ployed to address class imbalance, only a narrow range of parameters (e.g., v = 0.5) was
explored. The complemented harmonic mean used for multi-task loss aggregation improves
balance across tasks, but further tuning or generalization may be needed to ensure stability

across class distributions.



Chapter 2

Background

Parsing of mathematical formulas and chemical diagrams involves transforming raw raster or vector
data into structured representations, such as Symbol Layout Trees (SLTs) for math and molecular
graphs for chemistry. This chapter provides an overview of the foundational concepts, method-
ologies, and evaluation metrics essential for these tasks, setting the groundwork for the proposed

research.

The chapter begins with Data Representations and Structures , which explores the various
input sources, associated visual primitives, and their transformations into graph representations.
This section covers input types such as born-digital PDFs, typeset images, and handwritten strokes,
discussing how these are converted into graph structures that capture spatial and structural rela-
tionships. It also describes the output representations, including SLTs and molecular graphs, which

serve as the final structured outputs of parsing systems.

The second major section, Parsing Models , reviews prior work in mathematical and chemical
diagram parsing. This discussion traces the progression from early rule-based approaches to neural
network-based methods, highlighting their application and limitations in both domains. The evolu-
tion of these models underscores the need for further innovations to address challenges in accuracy,

speed, and interpretability.

The chapter then delves into Techniques Relevant to Parsing Models (2.3), discussing advanced
methods that enhance graph-based parsing. Topics include multi-task learning and interaction [21],
which leverage shared representations across related tasks to improve model performance. Ag-

gregating and distributing contextual information is also examined, alongside local constraints like

13
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nearest-neighbor pruning for focusing on relevant graph connections. The importance of incorporat-
ing edge features to capture structural relationships and advancements in graph attention methods,
such as Relational Attention [33] and Graphormer-inspired encodings [148|, are also explored in
depth.

The final section, Fvaluation Metrics , describes the methods used to assess the performance
of parsing systems. This includes graph-based metrics like structure matching accuracy and frame-
works like LgEval libraryE] [84,185], as well as string-based metrics, such as SMILES matching for
chemical diagrams and LaTeX accuracy for mathematical formulas. These metrics provide a robust

framework for evaluating the effectiveness of parsing models.

This chapter provides a detailed understanding of the key concepts and methodologies underlying
visual parsing. It lays the foundation for the proposed research directions aimed at improving the

robustness, accuracy, and interpretability of visual parsers for mathematical and chemical diagrams.

2.1 Data Representations and Structures

The recognition and parsing of mathematical formulas and chemical diagrams depend heavily on
how input data is represented and structured [154]. The inputs for these tasks come from various
sources such as born-digital PDFs, typeset images, and handwritten strokes, each providing unique
challenges for extracting meaningful visual primitives. These primitives are then organized into
graph-based representations, which capture the relationships between the individual components,
such as symbols in math or atoms and bonds in chemistry. This section explores the different input
types, the graph structures used to represent their relationships, and the domain-specific output

formats required for the final interpretation of both mathematical and chemical structures.

2.1.1 Input Sources and Primitives
PDF (Born-digital): PDF primitives
Born-digital PDFs provide an essential source of data for parsing both mathematical formulas and

chemical diagrams. Baker et al. [12]| introduced the use of symbol information from PDFs directly

rather than applying OCR to rendered images, which was later adopted by many subsequent math

"https://gitlab.com/dprl/lgeval
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recognition systems [3}/67,/165|. Unlike raster images, PDFs store vectorized graphical and text
data, which allow for precise extraction of visual and symbolic information. This precision removes
the need for Optical Character Recognition (OCR), which is often error-prone, and instead allows
for direct access to encoded symbols and graphical components. It is also faster since it avoids

rendering and analyzing document images. We use the following PDF primitives in our work.

For mathematical formulas, we utilize the PDF primitives as characters such as alphabets,
numbers, and mathematical symbols (e.g., equals signs, fraction lines, and dots) as seen in Figure
m (a). These primitives are represented in the PDF data as vector graphics or embedded glyphs,
with detailed properties such as position, size, font style, and typeface. The precise encoding of

symbols within the PDF allows for a reliable representation of formula primitives.

For chemical diagrams, we use graphical elements such as lines, polygons, curves, and text
characters that represent atoms and bonds as our PDF primitives as seen in Figure (d). These
graphical primitives provide detailed geometric encodings of molecular structures. For example, lines
encode bonds between atoms (e.g., single, double, or triple bonds), while text characters encode
atom labels (e.g., ‘C’ for carbon or ‘O’ for oxygen). Nodes correspond to atoms or groups and edges

represent bonds. These lines and characters form the PDF primitives for the parsing task.

Overall, the advantage of using born-digital PDFs in both mathematical and chemical parsing lies in
the accuracy and structure of the data. The vectorized encodings provide a high level of precision,

enabling robust parsing that avoids the complexities associated with OCR or raster image processing.

Typeset Formula Images (Raster): Visual primitives

Typeset formula images, or raster images, provide a pixel-based representation of both mathematical
formulas and chemical diagrams. Unlike vector-based formats like PDFs, raster images consist of
pixel data, and the extraction of visual primitives from such data involves challenges related to
resolution and noise. Usually encoder-decoder models [136,(160,|162| use raster images directly
as inputs. However, in our work, for both domains, we extract visual primitives from the raster
images to form the basis of our structured graph representation. This approach offers a higher-level
abstraction by capturing distinct visual elements such as connected components or lines, rather

than processing raw pixel data from the entire image

In mathematical formula parsing, we use connected components (CCs) as the primary visual

primitives as shown in Figure (c). CCs are extracted based on connected component analysis,
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PDF Primitives Visual Primitives

(d) ()

Figure 2.1: Different types of primitives in math and chemical diagrams. (a) PDF primitives for
2 . . e .
math formula 7.5 Note that the symbol ‘i’ appears as a single PDF primitive. (b) and (c) are visual
primitives for the same formula from handwritten strokes and raster image (CCs) respectively. Note
that the symbol ‘i’ is segmented into two visual primitives (CCs/strokes) (d) and (e) correspond to
the PDF and visual primitive for the chemical diagram of Nitrobenzene. Note that the character

‘N’ is split into 3 lines in (e) but appears as a single PDF primitive.

where touching pixels are grouped together. These components represent individual symbols or
parts of symbols, such as variables, operators, or punctuation marks. In this process, CCs are
rarely under-segmented but may be over-segmented, meaning that portions of a symbol might be
split into multiple components (e.g. ‘i’ into line and dot). However, over-segmentation can be

handled by our visual parser model, discussed in Chapter [4]

For chemical diagrams, CCs cannot be directly used, as the bond lines in molecular structures
are often connected, resulting in large CCs that contain multiple bond lines and atom labels. This
leads to under-segmentation, making it difficult for the model to distinguish between individual
primitives such as bonds and atoms. To address this, we split these large CCs into smaller line

primitives as seen in Figure (e) using geometry-based segmentation approach described below.
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Visual Primitives Extraction. The process begins by extracting CC contours from the raster
image and converting them into polygons as shown in Figure (b) using a simplification algo-
rithm provided by Shapely libraryﬂ These polygons are then further split into skeletal lines by
identifying pairs of adjacent parallel lines on the contour boundary. Each pair of parallel lines is
replaced by its medial axis (i.e., the line between the midpoints of the parallel lines’ endpoints),
which represents the bond. Pixels within the CCs are then segmented by assigning them to the
nearest skeletal line using a distance transform. This segmentation helps ensure that overlapping

or connected bond lines are separated into individual primitives.

The stages of this visual primitive extraction process, from simplified polygons to skeletal lines and
final line primitives, are illustrated in Figure 2.2 Some CC shapes such as curved lines and closed
curves are unaltered by the process. The ‘2’ and ‘O’ are unsegmented in Figure (d) because
after identifying all skeletal lines for CCs in a molecule, to avoid segmenting small CCs, we test
whether the average skeletal line length in a CC is less than the average for all skeletal lines. If
this average length is smaller than the global average, we do not segment the CC. We also remove
skeletal lines within CCs that are smaller than the global average skeletal line length, which avoids
over-segmenting lines at dense intersections (e.g., at the connection point between two single bonds
and a double bond). We split a long line in a triple or double bond by projecting the floating line
onto it, and then testing if the overlap ratio r for the longer line is in the interval of one third to
one half, with a margin of 10% (3 — 15 <r < 3 + 5).

Overall, while raster images present additional challenges due to under-segmentation in chemical
diagrams, the extraction of visual primitives allows for an accurate representation of molecular

structures that can be processed and evaluated further.

Handwritten Strokes

In formula recognition, handwritten strokes present unique challenges compared to born-digital or
typeset formats. Handwritten input introduces variability in symbol shapes, sizes, and spatial rela-
tionships due to individual handwriting styles. Handwritten strokes are treated as the fundamental
visual primitives in this domain. Each stroke corresponds to a continuous pen movement from a
starting point to an endpoint, captured as a sequence of 2D coordinates. These strokes are extracted
directly from the input, and the model must determine which strokes belong together to form mean-

ingful symbols, such as numbers, variables, operators, and punctuation marks (See Figure (c)).

*https://shapely.readthedocs.io/en/stable/
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(a) Input raster Image

Il

@2 N - NO,

(b) Simplified polygons (c) Skeletal lines (d) Final line primitives

Figure 2.2: Stages of visual primitives extraction from a raster image of a chemical diagram. (a)
Input raster image, (b) simplified polygons derived from CC contours, (c) skeletal lines extracted
as medial axes of parallel line pairs, and (d) final line primitives after segmentation and refinement.
Note that ‘2" and ‘O’ are unsegmented in (d) because their corresponding skeletal lines are smaller

than global average (c).

The recognition of handwritten mathematical formulas has been extensively explored, with early
CROHME competitions providing benchmarks and advancements to manage input variability and
complexity 77,. Similarly, handwritten chemical diagram recognition has been studied in
various works ,. The ICDAR 2024 Competition on Handwritten Chemical Structure
Recognition [23] introduced a novel task focused on recognizing handwritten chemical structures, a
challenging problem due to the lack of standardized data and the high variability in handwritten
styles. The competition utilized the EDU-CHEMC dataset, containing over 60,000 handwritten
images collected in educational settings, annotated with SSML strings. Unlike SMILES, SSML
provides a representation closely tied to image structure, incorporating features such as bond angles

and visual layout.

The major challenge in handwritten formula parsing is managing the variability in how symbols are
written. For example, the same symbol can be written with different numbers of strokes (e.g., the
digit ‘8’ can be drawn in one continuous stroke or two separate loops). Similarly, symbols like ‘x’

or ‘4’ can have variations in their structure due to different handwriting styles. As a result, stroke
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segmentation and symbol recognition require robust methods that can adapt to these variations.

In practice, over-segmentation may occur, where a symbol is split into multiple strokes (e.g., a
handwritten ‘x” drawn with two separate strokes). The model must learn to merge these over-
segmented strokes into a single symbol during the parsing process. Conversely, under-segmentation

is rarely an issue, as individual strokes are generally isolated and separate.

Our work focuses on handwritten math formulas, while handwritten chemical formulas is beyond

the scope of this work.

2.1.2 Graph Representations

In the context of formula recognition, graph representations are essential for capturing the relation-
ships between symbols or primitives in mathematical and chemical diagrams. These representations
offer a structured way to model the spatial and logical relationships between elements, whether they
are PDF symbols in born-digital formulas, strokes in handwritten formulas, connected components
in math formula images, or lines and characters in chemical diagrams. Eto et al. |39] were the first to
take this approach for representing math formulas, creating a graph with symbol nodes containing
alternative labels, and candidate spatial relationships on edges with associated costs. Line-of-sight
(LOS) graphs select edges where strokes in a handwritten formula or connected components in an
image are mutually visible [52}|71]. Systems such as Hu et al. |50], LPGA [71], and QD-GGA [72]
use this LOS input graph constraint, and select the final interpretation as a directed Maximum
Spanning Tree (MST).

MolGrapher [79], ChemGrapher [94], Tang et al. |[124], MolScribe [100], image to graph transformer
[149], use graph representations for parsing chemical diagrams. In our work, we treat the extracted
born-digital (PDF symbols) and visual primitives (strokes, connected components, or geometric
shapes) as nodes, while the spatial or structural relationships between them as edges. This allows
for a flexible and interpretable way to represent the formula or diagram’s overall structure. The
advantage of graph-based representations is their ability to encode both the local relationships
between elements (e.g., how individual primitives combine to form symbols) and the global structure

(e.g., the spatial arrangement of symbols or primitives within a formula or molecule).

We divide the graph representations into two main categories: Visual Syntax Graph, which capture
the immediate syntactic relationships among visual primitives and symbols, and Representation

Graph, which represent the formal syntactic interpretation of the parsed formula or molecular dia-
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Visual Syntax Graph Representation Graph
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Figure 2.3: Ilustration of different types of graph representations for the mathematical formula
2
Ziy "
or strokes) as nodes, labeled with their unique identifiers (shown in blue), and spatial relationships

(a) The Primitive Level Graph represents the low-level primitives (e.g., connected components

between these primitives are depicted as directed edges. (b) The Symbol Layout Tree (SLT) ab-
stracts symbols as nodes formed by grouping primitives (e.g., the ‘i’ comprises strokes/CCs {3,4}),
with spatial relationships between symbols shown as directed edges. The numeric identifiers of
strokes/CCs (a) and their corresponding grouped symbols (b) are consistently shown in blue. {3,4}
is shown in one node in (b), but two nodes in (a). (c) The Operator Tree (OPT) represents the
semantic structure, with operators (e.g., ‘DIVIDE’ for the fraction) and operands (e.g., ‘two’, ‘z’,
‘i, and ‘y’) as nodes, and directed edges indicating hierarchical relationships. The ‘GROUP’ node

in the OPT is treated as a grouping operator, connecting its operands ‘z;’ and ‘y’.

gram.

In the following sections, we detail these graph types for both math and chemistry. This includes
explanations of the primitive-level and symbol-level graphs within the Visual Syntax Graph cat-
egory and descriptions of the OPT for math and the molecular graph for chemistry within the
Representation Graph category. Additionally, we discuss label graph (Lg) files [84}85|, used to store

these representations in a structured format, facilitating evaluation and downstream processing.
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Visual Syntax Graph Representation Graph
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Figure 2.4: Different types of graph representations (visual syntax graph and representation graph)
for the chemical diagram Nitrobenzene. (a) Visual Graph showing lines and characters as nodes (in
green), and connections/merges as edges (in red). (b) Tokenized Visual Graph with merged nodes
(bonds and named groups). (c¢) Molecular Graph. Blue nodes show the primitives of N merged into
a character (a) and double bonds and atom/group names in (b,c). In (¢) orange nodes are ‘hidden’

carbon atoms, and single/double bonds are converted from nodes to edges

Visual Syntax Graph

They capture the immediate syntactic relationships among visual primitives and symbols. Visual
syntax graphs encompass the primitive-level graph and the symbol-level graph. The primitive-level
graph operates at the level of individual strokes, connected components, or lines, representing basic
visual primitives. In contrast, the symbol-level graph organizes these primitives into meaningful
symbols, capturing their structural relationships within a mathematical formula or chemical dia-
gram. For mathematical formulas, this results in a Symbol Layout Tree (SLT), while in chemical

diagrams, it produces an intermediate tokenized visual graph.

1. Primitive Level Graph (CCs/Strokes/Lines) At the primitive level, we represent graphs
as the lowest level of structure for both mathematical and chemical formula parsing. We treat the
basic visual primitives—whether they are connected components (CCs) in typeset images, strokes
in handwritten formulas, or characters and lines in chemical diagrams—as nodes in a graph. We use
edges to capture the relationships between these primitives, such as spatial adjacency or merging

into larger symbols.

In our mathematical formula parser, we build the primitive-level graph using connected com-
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ponents (CCs) from typeset images |71,[72] or strokes from handwritten input [85|141]. We encode
the relationships between these elements as edges in the graph. Each node represents an individual
CC or stroke, which can represent one of N symbol classes, such as digits, operators, or punctuation
marks. We capture two types of relationships with edges: merge edges (binary), which are used to
combine multiple strokes or CCs into a single symbol, and spatial relationship edges ( E classes),
which represent the spatial relationships between nodes. For example, if the letter ‘x’ is written
with two separate strokes, we connect these strokes with a merge edge to form the final symbol.
We capture spatial relationships such as subscript, superscript, horizontal alignment, inside, above,

and below.

The number and arrangement of strokes or CCs may differ for a single formula. For the example in
Figure [2.3] the primitive label graphs for the image and handwritten version are identical so that
CCs and strokes have an exact correspondence. This is not always the case, for example when an

‘x” drawn with two handwritten strokes appears as a single CC in a typeset image.

In chemical diagram parsing, we treat visual primitives as characters, parts of characters, and
lines. We extract these primitives from the image and construct a primitive-level graph, where each
node represents an extracted character, a part of a character, or a line. Each node can represent
one of several categories, denoted as N classes, including atoms (e.g., ‘N’, ‘H’, and ‘C’), charges
(‘“+7, ), and bond types (‘Single’, ‘Solid Wedge’, ‘Brackets’). We use edges to represent binary
relationships between nodes. There are two types of edges: connection edges indicate whether two
nodes, such as an atom and a bond, are directly connected in the diagram, while merge edges are
used to combine parts of symbols that may have been over-segmented during the extraction process.
For example, we create a connection edge between an atom node (e.g., ‘C’) and a bond node (e.g., a
single bond line) if they are spatially adjacent. Similarly, if a bond line or character has been split

into two or more segments, we add merge edges to combine these segments into a single node (See

Figure .

2. Symbol Level Graph At the symbol level, graph representations capture the relationships
between higher-level, semantically meaningful components. These components, referred to as tokens
or symbols, represent groupings of characters or visual elements that collectively carry meaning.
Tokenization is the process of identifying these groupings—whether they are mathematical operators
[150], chemical elements [79], or even language keywords—by segmenting and classifying sequences of
connected characters or primitives. For instance, in math, the string ‘cos’ forms a token representing
the trigonometric function cosine, while in chemistry, ‘C Hs’ represents a supteratom (group of atoms

treated as a single entity, such as functional groups) called methyl group. Similarly, in other domains
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like programming, tokens such as ‘def’ in Python signal a function definition. Thus, tokenization
aims to transform sequences of connected components or primitives into symbols with specific
meaning for further processing. These tokens form the nodes of the graph, and the edges capture
the spatial or structural relationships between these elements. These symbol-level graphs allow for
a more abstract representation of the formula or diagram, moving beyond the raw primitives toward

meaningful semantic groupings.

In mathematical formula parsing, we represent the symbol-level graph as a Symbol Layout
Tree (SLT). In this tree, we treat nodes as recognized symbols or tokens, such as numbers, vari-
ables, operators, and punctuation marks. For example, ‘x’, ‘2’, ‘4’ or ‘=’ each form individual
nodes. Additionally, we handle tokenized symbols like ‘cos’ as a single node to capture the semantic
meaning of the trigonometric function. We classify each node into one of N symbol classes, and
we use edges in the SLT to represent spatial relationships between symbols, including subscript,
superscript, horizontal adjacency, above, below, or inside. These spatial relationships are used for
capturing the two-dimensional structure of mathematical expressions. For instance, in the expres-

sion 2

, we encode the superscript relationship between ‘x’ and ‘2’ as an edge in the SLT, labeled as
‘Superscript’. Similarly, we capture subscript relationships (e.g., ‘a;’), horizontal adjacency (e.g., ‘a
+ b’), punctuation relationships (e.g., commas or parentheses), above and below (e.g., numerators
and denominators in fractions), and inside (e.g., numbers inside square roots) within the SLT. By
forming a graph that represents the hierarchical structure of the entire formula, SLTs provide a

consistent description for formulas in both handwritten strokes and typeset images.

One important characteristic of math graphs is that SLTs form directed trees, meaning each node
maintains directed relationships with others, and cycles are not allowed. This tree structure en-
sures an unambiguous representation of nested expressions, where each sub-expression fits into the

hierarchy without loops.

In chemical diagram parsing, we construct the symbol-level graph as an intermediate tokenized
visual graph after extracting characters and bond lines from the image. In this graph, we represent
nodes as atoms, atom groups, or bond types. Unlike typical chemical graphs |79}|100|, where atoms
are represented as nodes and bonds are represented as edges, we treat both the visual elements,
atoms and bonds as nodes, with edges denoting the connectivity between them. For example, nodes
may represent chemical elements such as ‘C’, ‘O’, or ‘N’, atom groups like ‘NO3’ or ‘C H3’, and bond
types such as ‘Single’, ‘Double’; or ‘Solid Wedge’. We use edges to represent binary, bidirectional
connections between nodes. For instance, an edge is created to connect a carbon atom node (‘C’)

to a ‘Single’ bond node if these elements are linked in the molecular structure.
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Unlike in math, where spatial relationships such as superscript or subscript are crucial, chemical
structure (molecular graph) can be obtained with simple graph rewrites using these direct binary
connections between atoms and bonds. Also, the tokenized visual graphs for chemical diagrams
can contain cycles (i.e., they are not trees). This reflects the cyclical nature of certain molecular
structures, such as aromatic rings, where multiple atoms and bonds form loops. Additionally, the
edges between nodes in chemical graphs are bidirectional, as the connections between atoms and

bonds are not inherently directional.

In summary, while both symbol-level graphs for math and chemistry represent higher-level struc-
tures and relationships, their properties differ. SLTs for math are directed trees with hierarchical
relationships, ensuring acyclic structures. In contrast, chemical visual graphs are bidirectional, with

possible cycles, reflecting the nature of molecular structures.

Representation Graph

They represent the formal syntactic interpretation of the parsed formula or molecular diagram, with
nodes and edges that represent elements of the expression’s logical structure. For math, the rep-
resentation graph takes the form of an Operator Tree (OPT) [152}/163|, capturing the hierarchical
organization of operators and operands within a formula. For chemical diagrams, the representa-
tion graph is a molecular graph [77,79,/100], which encodes the relationships between atoms and
bonds, representing the final structure of a molecule. These representation graphs are essential
for applications that require a formal, machine-readable representation of the formula or chemical

structure.

Operator Tree (OPT). In mathematical formula parsing, the syntactic graph takes the form
of an Operator Tree (OPT), which represents the computational structure of the formula. Nodes
in the OPT correspond to operators, variables, or numbers, and edges represent the hierarchical
relationships between these components. For example, as seen in Figure (c), for the expression
ﬁ in the given OPT, the division operator DIVIDE is positioned at the root, indicating it as the
highest-priority operation. It connects to the operands two and COMMA through directed edges. The
COMMA node is further expanded into its substructure, where SUBSCRIPT is represented as a child
node, connecting to the operands z and i. This hierarchical structure ensures that the syntactic
relationships and precedence of operations are correctly encoded, reflecting the mathematical struc-
ture of the expression. Similar to chemical molecular graphs, OPTs provide a higher-level syntactic
structure compared to Symbol Layout Trees (SLTs). While SLTs capture the spatial relationships

between symbols (e.g., subscript, superscript), OPTs represent the order of operations and their
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precedence, focusing on the syntactic meaning of the formula.

Molecular Graph. The molecular graph serves as the final output for chemical parsing, represent-
ing the chemical structure at a high level. It is constructed by mapping the visual elements, such as
atoms and bonds, into a graph format. At the molecular graph level, nodes correspond to atoms or
atom groups. Each atom node is labeled according to the element it represents (e.g., ‘C’ for carbon,
‘O’ for oxygen, ‘N’ for nitrogen), while superatom nodes carry the labels of the respective functional

groups, such as ‘NOy’ or ‘CHj’.

The edges in the molecular graph represent the bond types between atoms or atom groups. Each
edge is classified into one of several categories, including Single’, Double’;, Triple’, Wavy’, Solid
Wedge’, and Hashed Wedge’ bonds. These bond types not only describe the chemical connections
but also convey geometric information, such as stereochemical arrangements (e.g., solid and hashed
wedges indicating bonds going into or out of the plane of the page). For instance, a single bond
between a carbon (C) and an oxygen (O) atom is represented by an edge labeled ‘Single’ connecting
the corresponding nodes. This molecular graph can be used to generate chemical representations
such as CDXML [88] or SMILES [135] strings, which encode the molecule’s structure in a compact,

searchable format.

Analogy Between Math and Chemistry. There is a clear analogy between syntactic graphs in
math and chemistry. In math, SLTs capture the visual structure of formulas and can be converted
into OPTs to represent their syntactic meaning. Similarly, tokenized visual graphs in chemical dia-
grams represent the visual layout of atoms and bonds and are transformed into molecular graphs to
capture molecular syntax. This transformation from visual to syntactic representation ensures that
abstract entities and hidden elements are identified, such as hidden carbons in chemical diagrams or
implicit multiplications in mathematical expressions. Both transformations facilitate downstream

tasks by providing structured, meaningful representations of the original input.

The construction of molecular graphs involves additional semantic analysis steps, such as identifying
hidden elements in the molecular structure. For example, hidden carbon atoms are identified at
line intersections, and named functional groups are replaced by their corresponding subgraphs. In
this process, dictionaries are used to map names to molecular subgraphs. As shown in Figure a
functional group such as ‘NOy’ is replaced by a subgraph comprising one nitrogen and two oxygen

atoms, connected to a hidden carbon at the intersection.



CHAPTER 2. BACKGROUND 26

#[ OBJECTS ] #[ OBJECTS ]
# Objects (0): 10 # Objects (0): 10
7 N # Format: O, objld, class, 1.0, [primitiveld list] # Format: O, objld, class, 1.0, [primitiveld list]
O, Obj0, fractionalLine, 1.0, 0 \102 O, Objo, Double, 1.0, 0, 4
1 ‘ 0, Obj1, two, 1.0, 1 / 0, Objt, Single, 1.0, 1
0 0, Obj2,2,1.0,2 O, Obj2, Double, 1.0, 2, 3

! 0, 0bj3,i,1.0, 3, 4

# [ RELATIONSHIPS ]

4 e
2 B 5 6 # [ RELATIONSHIPS ] # Relationships (R): 11
# Relationships (R): 11 \ # Format: R, parentld, childld, class, 1.0 (weight)
n # Format: R, parentld, childld, class, 1.0 (weight) R, Obj9, Objg, CONNECTED, 1.0
3

R, Objo, Obj1, UPPER, 1.0 R, Obj0, Obj1, CONNECTED, 1.0
R, Obj0, Obj2, UNDER, 1.0 R, Obj0, Obj3, CONNECTED, 1.0
R, Obj2, Obj3, RSUB, 1.0

(a) (C) # [PRIMITIVE FEATURES]
# [PRIMITIVE FEATURES] #contours, 0, 58, 139, 56, 141, 55, 141, ...
#cc, 0, 100, 1, 110, 290 #contours, 0, 78, 98, 77, 99, 76, 99, ...

#cc,1,1,77, 85,150 #contours, 1, 80, 395, 80, 397, 81, 398, ...
#cc, 2, 120, 1, 180, 90

(b) (d)

Figure 2.5: Label Graph File examples for math and chemical diagrams. (b) A Lg file for (a) input

formula image (7234) (d) A Lg file for (c) input chemical diagram image (Nitrobenzene).

Label Graph File (Lg file)

Label graph (Lg) files , are used to store input or output graph representations used during the
parsing process, capturing the structure of both mathematical and chemical diagrams. These files
define relationships between visual primitives—such as connected components (CCs), strokes, or
line segments—and higher-level entities like symbols, atoms, or bonds. The Ig file format is general-
purpose, applicable to various types of graphs, regardless of whether they represent mathematical

formulas, chemical structures, or other visual structures.

In an Lg file, the visual elements, referred to as primitives, are assigned unique numeric identifiers.
These primitives may include strokes, CCs, characters, or line segments, depending on whether the
task is mathematical formula parsing or chemical diagram parsing. Higher-level entities, known as
objects (O), are constructed by grouping these primitives together. For example, in a mathematical
expression, a symbol like ‘x” may consist of two strokes, while in a chemical diagram, an atom such

as ‘N’ may be composed of multiple line segments.

Each Lg file contains entries for both objects (O) and relationships (R) as shown in Figure along
with the corresponding primitive coordinate data (e.g., bounding boxes for CCs, contour points for
visual primitives). The objects in the file represent groups of primitives, such as atom groups,
bond segments, or mathematical symbols (e.g., the equals sign formed by two minus signs). These
entries specify which primitives make up each object, whether they are individual lines of a bond

in chemistry, characters forming an atom label, or characters forming a mathematical symbol.
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The relationship entries in the Lg file capture the connections between these objects. In the case
of math formulas, these relationships include spatial relationships such as horizontal, superscript,
subscript, inside. For chemical diagrams, the connections can represent binary relationships in a
tokenized visual graph (e.g., atom-bond connections) or bond types in a molecular graph (e.g.,

single, double, triple, solid wedge bonds).

The relationship entries in the Lg file define the connections between objects. For mathematical
formulas, these relationships include spatial arrangements such as horizontal, superscript, subscript,
and inside. In the case of chemical diagrams, the connections can represent binary relationships in
the tokenized visual graph (e.g., atom-to-bond connections) or bond types in the molecular graph

(e.g., single, double, triple, and solid wedge bonds).

Additionally, relationships like MERGE are implicitly defined between all primitive pairs within a
single object. For example, in Figure [3.60] MERGE edges are present between primitives 10, 11,
and 12, which together form the character ‘N’ (represented as 0bj10). The connection between
this character and the adjacent single bond (represented as 0bj9) is captured by CONNECTED edges
between primitives 9 and 10, 9 and 11, and 9 and 12. Similarly, all primitives within an object share

the same label. For instance, primitives 10, 11, and 12 are all labeled as ‘N’ for 0bj10.

2.1.3 Output Representations

The final step in parsing mathematical and chemical diagrams involves converting the recognized
structures into domain-specific output representations that are suitable for downstream applications.
These output formats are designed to convey the semantic meaning of the parsed diagrams and
are widely used in various scientific and technical contexts. Depending on the domain—whether

mathematics or chemistry—different output representations are employed.

In mathematical formula recognition, SLTs have popular encodings such as W TEX and Presen-
tation MathML (See Figure that include additional formatting information such as fonts, font
styles (e.g., italic), and spacing.

IATEX is a widely-used typesetting system, especially for academic and technical documents. It
allows precise representation of mathematical formulas in a textual format that can be rendered as
high-quality typeset equations. The formulas are encoded as strings of LaTeX commands, which
specify the arrangement of symbols and their spatial relationships (e.g., superscript, subscript,

fraction). Parsing results are often converted into IXTEX for integration into academic papers or
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<math <fragment BoundingBox="1639.75 397.78 2243.99 984.1800000000001" Z="1"
xmins="http://www.w3.0rg/1998/Math/MathML"> id="1001">
<mfrac> <n Z="2"id="1002" p="1768.19 519.79"/>
<mn>2</mn> <n Z="3"id="1003" p="1806.21 497.78"/>
<mrows <n NeedsClean="yes" NodeType="Nickname" Z="4" id="1004" p="1739.75
<msub> 502.1">

<fragment id="1005">

<m!>_z</mi> <n ExternalConnectionNum="1" NodeType="ExternalConnectionPoint"
<mi>i</mi> Z="5" id="1006" p="1739.75 502.1"/>
</msub> <n Z="6" id="1007" p="1739.75 502.1"/>
<mo separator="true">,</mo> <n Z="7" id="1008" p="1739.75 502.1"/>
<misy</mi> <b B=1006" E=1007 15" 4="100")
</mrow> fb B="1007" E="1008" Z="9" id="1010"/>
</fragment>
</mfrac>
</math>
(@) (©
\frac{2}{z_i, y} C1=CC=C(C=C1)[N+](=0)[0-]
(b) (d)

Figure 2.6: Output representations for math formula and chemical diagrams. (a) Presentation
MathML and (b) BTEX representations translated from SLT for % (¢) CDXML output excerpt
and (d) SMILES representation for Nitrobenzene.

web-based platforms.

Mathematical Markup Language (MathML) is an XML-based standard designed to represent
both the presentation and content of mathematical notation. Its goal is to seamlessly integrate
mathematical formulas into web pages and documents, making them accessible for both visual

rendering and semantic interpretation.

MathML consists of two components: Presentation MathML and Content MathML. Presentation
MathML encodes how an equation should visually appear, focusing on layout and formatting, such
as superscripts, fractions, and spacing. Content MathML, on the other hand, encodes the meaning
of the equation, allowing mathematical software to interpret its semantics independently of visual

rendering |75].

In chemical diagram parsing, the most common output formats are SMILES and CDXML (See
Figure , which are described below.

CDXML (ChemDraw XML). The chemical graph is represented in a ChemDraWﬂ CDXML
file [88], capturing both visual and chemical structure in molecular diagrams. CDXML is a file

format representing molecules and reactions along with related text on a canvas or series of pages.

Shttps://revvitysignals.com/products/research/chemdraw
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For molecular data, both chemical structure and the appearance of molecules on a 2D canvas are
encoded in CDXML files. The format was created for the ChemDraw chemical diagram editor. In
CDXML tags define molecules, nodes (e.g., atoms, named groups), and bond connections in the
diagram, along with annotations for node positions and appearance. We encode the locations of
nodes on their associated page, so that the appearance and location of recognized molecules match
the original document. Positions are also helpful with accurate conversion to other chemical formats

(e.g., SMILES), and to capture spatial information in the chemical structure (e.g., for wedge bonds).

SMILES (Simplified Molecular-Input Line-Entry System) [135] is a compact, text-based
notation widely used in cheminformatics for storing, searching, and analyzing molecular data. It
represents molecular structures as sequences of atoms (denoted by letters) and bonds (denoted
by symbols such as ‘-, ‘=’ and ‘#’). SMILES strings provide a concise 1-D representation of
compounds that is both human-readable for domain experts and compatible with commonly used

cheminformatics tools.

Each of these domain-specific representations serves a distinct purpose, ensuring that the parsed
outputs can be accurately interpreted, visualized, or processed by relevant tools in mathematics
and chemistry. While ITEX and MathML focus on the presentation and content of mathematical
formulas, SMILES and CDXML are designed to encode the structural and visual properties of

molecular diagrams.

2.2 Parsing Models

2.2.1 Math formula parsing

Mathematical formula recognition has evolved significantly over the past few decades, transition-
ing from syntactic, rule-based methods to deep neural network-based techniques. Chan et al. [22],
Zanibbi et al. [154], Zhelezniakov et al. [169], and Truong et al. |[126] have surveyed a wide range
of math recognition systems over the past few decades. Early efforts focused on leveraging gram-
mars and syntactic rules to capture the complex spatial and structural relationships inherent in
mathematical notation. However, modern approaches have shifted toward using data-driven mod-
els, including graph neural network models, encoder-decoder architectures, and transformer-based
models, each offering unique advantages and addressing different aspects of the formula recognition
task. In this section, we discuss the contributions and limitations of these models, and the relevance

to our work.
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Grammar-Based (Syntactic) Models

The recognition of mathematical expressions dates back to 1967, when Anderson introduced a
syntax-directed approach based on replacement rules for recognizing two-dimensional handwritten
mathematical expressions, including arithmetic formulas and matrix descriptions [6]. This approach
utilized a 2D top-down parsing algorithm and an attribute grammar. Following this early work,
many systems adopted syntactic or grammar-based approaches to recognize the complex structural
relationships inherent in mathematical notation. Baker et al. [12] used a syntactic pattern recog-
nition approach to recognize formulas from PDF documents using an expression grammar. The
grammar requirement and need for manually segmenting mathematical expressions from text make
it less robust than INFTY. However, the system was faster by avoiding rendering and analyzing
document images, and improved accuracy using PDF character information. In later work, Sorge
et al. [116] were able to reconstruct fonts not embedded in a PDF document, by mapping unicode
values to standard character codes where possible. They then use CC analysis to identify characters
with identical style and spacing from a grouping provided by pdf2htmlEX, allowing exact bounding

boxes to be obtained.

Following on Baker et al.’s approach to PDF character extraction [12]|, Zhang et al. [165] use a
dual extraction method based on a PDF parser and an OCR engine to supplement PDF symbol
extraction, recursively dividing and reconstructing the formula based on symbols found on the main
baseline for formula structure analysis. Later, Suzuki et al. improved the recognition rate in IN-
FTYReader [119], by also utilizing extracted PDF character information from PDFMiner [121].
Some PDF characters are composed of multiple glyphs, such as large braces or square roots (com-
monly drawn with a radical symbol connected to a horizontal line). These ‘compound’ characters
were identified by Baker et al. [12| using overlapping bounding boxes in modern PDF documents

containing Type 1 fonts.

Context-free grammars (CFGs) became a popular choice, with several systems extending this idea
through Stochastic CFGs to allow probabilistic parsing, as demonstrated by Alvaro et al. [4]. These
grammars were often used alongside parsing algorithms to produce structured output such as parse
trees or IATEX strings [4},12,89,(125].

Grammar-based methods were particularly suited to mathematical recognition due to the domain’s
inherent structure, fixed symbol set, and recursive nature, all of which lend themselves to well-
defined syntax rules [15|. For example, Baker et al. [12] applied a coordinate grammatical approach

to recognize formulas from PDF documents, using syntactic pattern recognition with an expression
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grammar.

While syntactic methods offer precise parsing capabilities, they face several limitations. Math-
ematical notation often varies widely, making it difficult to design universal grammars that can
accommodate all symbol sets and structural variations [165]. The need to redefine formula sym-
bols and structures for different cases further complicates the creation of robust grammars [152].
Moreover, syntactic approaches tend to be computationally expensive, as searching through rules to
identify valid parses can be time-consuming, especially for complex expressions. They also require
careful handling of failures when inputs do not conform to predefined grammar rules, limiting their

robustness and scalability in diverse real-world scenarios.

Relation to our work. While grammar-based approaches have played a foundational role in
mathematical expression recognition, our work diverges from these methods by employing data-
driven techniques for parsing. Specifically, the Line-of-Sight Graph Attention Parser (LGAP) avoids
predefined grammar rules and instead leverages a CNN-based network with attention mechanisms

to directly learn from data.

Although LGAP utilizes PDF information for representing visual primitives and their spatial rela-
tionships, the parsing process is entirely data-driven. The LOS graph captures potential relation-
ships between primitives, and the CNN with attention mechanisms classifies nodes and edges to
refine the graph into a structured Symbol Layout Tree (SLT). This approach bypasses the rigidity
and computational challenges of grammar-based parsing, offering greater flexibility and scalability
for diverse inputs. Unlike grammar-based methods, which rely on predefined rules, LGAP learns
the structural and spatial dependencies directly from training data, making it more adaptable to

real-world variations in mathematical formulas.

Deep Neural Network Models

Deep neural network models have significantly advanced the field of mathematical expression recog-
nition by leveraging powerful data-driven approaches for capturing complex patterns and relation-
ships in input data. Unlike syntactic approaches, which rely on pre-defined grammar rules, deep
learning models learn directly from data, offering flexibility and scalability across diverse input
types, including handwritten, typeset, and born-digital formats. These approaches are generally
categorized into encoder-decoder models and graph-based models, including graph neural network
(GNN) models. Encoder-decoder models, including transformer-based variations, translate input

images or sequences into structured representations, often leveraging self-attention mechanisms for
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improved contextual understanding. On the other hand, graph-based models focus on capturing

spatial and relational dependencies among symbols using graph structures.

Encoder-Decoder models are deep neural network architectures in which an encoder produces
a feature embedding for input data in a lower-dimensional space, while the decoder converts the
embedded input representation back into the original input, or into another representation. Gen-
erally, a Convolution Neural Network (CNN) is used for encoding pixel-level image features, and
Recurrent Neural Networks (RNNs) are used as decoders to produce a string representation of a
formula (e.g., in IATEX) with some form of attention mechanism. Encoder-decoder models are used
in other sequence prediction problems such as image caption generation |144], speech recognition,
and scene text recognition |151], and have produced state-of-the-art results for these problems as
well as math formula recognition [123]/136.[160}161]. The end-to-end Track, Attend and Parse (TAP)
system [160] is a popular example. TAP obtained state-of-the-art results for many years, mostly
because of the intelligent use of ensemble models that combine online and offline features, as well

as different types of attention mechanisms.

Wu at al. [136] aim to improve generalization and interpretability in sequence-based encoder-decoder
models by utilizing the hierarchical tree structure of mathematical expressions through a tree-based
decoder with attention, and improving the generalization by removing the need for the spatial
relationships to be in strict order. A few other variations include a counting aware network [62]
using symbol counting as a global symbol-level position information to improve attention, and a
stroke constrained network |133] which use strokes as input primitives for their encoder-decoder, to

improve the alignment between strokes and symbols.

A recent transformer-based model by Zhu et al. [170], focused on capturing and using more detailed
contextual information to improve accuracy. Their framework, called Implicit Character-Aided
Learning (ICAL), introduces two key modules: one that predicts and models implicit characters
(hidden symbols in mathematical expressions, including “~”, “ 7 “{”, “}”") and another fusion model
that merges this information with the transformer decoder’s output for more accurate predictions.
By enhancing how global structural information is processed, their method improves recognition
performance over previous state-of-the-art techniques on the CROHME 2014/2016/2019 datasets
[73,182,83].

Anitei et al. |7] introduce a method leveraging a Convolutional Neural Network (CNN) for initial
feature extraction and a transformer encoder for modeling global context. The model, trained
with Connectionist Temporal Classification (CTC) loss, operates as an encoder-only architecture,

enhancing both speed and performance over traditional encoder-decoder systems. The CNN ex-



CHAPTER 2. BACKGROUND 33

tracts local patterns while the transformer encoder, captures structural and spatial relationships
in mathematical expressions through multi-head self-attention. The final CTC-based decoding
step generates LATEX sequences by collapsing repeated symbols and removing blanks, They out-
perform the previous state-of-the-art techniques on typeset formula datasets, including IBEM 8]
and Im2Latex-100k [29].

A limitation of encoder-decoder models is the interpretibility of their results. Error diagnosis in
these models is challenging due to the lack of a direct correspondence between the input (image
regions or strokes) and the symbols and relationships produced in an output ITEX string or SLT: the
exact correspondence between input primitives (pixels, CCs, or strokes) and the output is unknown.

Hence, there is no way to identify errors at the input primitive level.

Relation to our work. Encoder-decoder models have inspired aspects of our approach to parsing
mathematical formulas. Specifically, their ability to model complex, sequential dependencies us-
ing attention mechanisms and hierarchical representations aligns closely with the needs of parsing
tasks. Building on these principles, we plan to incorporate self-attention mechanisms inspired by
transformer-based encoder-decoder models into our parsing frameworks. This integration aims to
enhance the contextual representation of symbols and relationships, improving both segmentation

and classification.

Graph-based Models. Representing mathematical formulas as graphs or trees is more natural
than images or one-dimensional strings. For example, INTEX expresses formulas as a type of SLT
with font annotations. Mathematical expression recognition can alternatively be posed as filtering a
graph to produce a maximum score or minimum cost spanning tree (MST) representing symbols and
their associated spatial relationships. Eto et al. [39] were the first to take this approach, creating
a graph with symbol nodes containing alternative labels, and candidate spatial relationships on
edges with associated costs. Formula structure was obtained from extracting a minimum spanning
tree amongst the relationship edges, along with minimizing a second measure of cost for the global

formula structure.

For graph-based parsing, an input graph defined by a complete graph connecting all primitives is
natural. However, this leads to lots of computation, and makes statistical learning tasks challenging
due to input spaces with high variance in features: this motivates reducing variance through strategic
pruning of input graph edges. Line-of-sight (LOS) graphs select edges where strokes in a handwritten
formula or connected components in an image are mutually visible [52,/71]. Systems such as Hu
et al. [50], LPGA |[71], and QD-GGA [72] use this LOS input graph constraint, and select the
final interpretation as a directed Maximum Spanning Tree (MST). QD-GGA [72] extracts formula
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structure using an MST over detected symbols, extending previous approaches [71,/119] by adding a
multi-task learning (MTL) framework, and graph-based attention used to define visible primitives
in images used to generate visual features for classification. QD-GGA uses Edmond’s arborescence
algorithm [38] to obtain a directed Maximum Spanning Tree (MST) between detected symbols,
maximizing the sum of spatial relationship classification probabilities obtained from an end-to-end
CNN network with attention. Using directed MSTs allows many invalid interpretations to be pruned,

as the output graph is a rooted directed tree (as SLTs are).

The use of graph neural networks with attention has been seeing more use in math parsing to
capture context between primitives using graph edges directly. For instance, Peng et al. [97] use a
gated graph neural network (GGNN) in the encoder stage as a message passing model to encode
CNN features with visual relationships in the LOS graph. Wu et al. [137] use GNN-GNN encoder-
decoder (modified Graph Attention Network [129] encoder, modified Graph Convolution Network
[56] decoder) to utilize graph context. Tang et al. [123] aims to learn structural relationships
by aggregating node and edge features using a Graph Attention Network to produce SLTs by
simultaneous node and edge classification, instead of the sequence representation used for encoder-
decoder models. They produce the output SLT by filtering ‘Background’ nodes and ‘No-Relation’
edges. Note the contrast with the use of Edmonds’ algorithm in QD-GGA and LGAP, where all
primitives are assumed to belong to a valid symbol, and an MST algorithm selects directed edges

between symbols obtained after merging primitives predicted to belong to the same symbol to

produce an SLT.

Xie and Mouchére [139] present a novel stroke-level graph labeling approach for handwritten math-
ematical expression recognition using an edge-weighted graph attention network (EGAT). This
method builds a graph representation of handwritten expressions where nodes represent individ-
ual strokes and edges capture their spatial and temporal relationships. Unlike encoder-decoder
architectures, this end-to-end model directly extracts features from strokes using a graph embed-
ding network and refines node and edge attributes through EGAT, effectively capturing structural
dependencies. This approach demonstrates improved accuracy in both stroke classification and re-
lation prediction on CROHME 2023 |140] dataset without pre-training. Building on this, the same
authors extend their model to incorporate both local and global context through a stroke-level
Graph-to-Graph Modeling framework using a master node architecture (GGM-EGAT) [141]. Their
approach integrates node and edge embeddings using an edge-weighted attention mechanism that
dynamically includes edge features during message passing and feature aggregation. The attention
mechanism jointly updates node and edge representations, with a message concatenation step that

reinforces mutual dependency between connected elements. The global variant further introduces a
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virtual master node to facilitate long-range interactions, improving structure recognition accuracy

on complex handwritten expressions.

Graph-based parsing is more natural for mathematical expressions. Unlike encoder-decoder models,
the mapping between the input and the output can be obtained from labels assigned in the output
to the nodes (strokes or connected components) and edges provided in the input [155|. Error
metrics at the symbol and primitive levels for segmentation, symbol classification, and relation
classification can be computed directly from the labeled output graphs. Also, like encoder-decoder
models, these techniques do not require expression grammars, requiring only a vocabulary of symbol
and relationship types. However, these models, although fast with easier interpretability, have not
been able to match the accuracy of encoder-decoder models. Possible reasons may include a lack of

global context, attention, and spatial information in the current models.

Relation to our work. In our work, the Line-of-Sight Graph Attention Parser (LGAP) formulates
the problem of parsing mathematical formulas as a graph search problem. Input diagrams are
represented as Line-of-Sight (LOS) graphs, where nodes correspond to visual primitives (e.g., strokes,
connected components, or characters), and edges represent potential spatial relationships between
these primitives and merge edges. By leveraging CNNs and Graph Attention Networks (GATs), the

model classifies segmentations, node types (symbols) and edge labels (spatial relationships).

The parsing process involves reducing the LOS graph to a Symbol Layout Tree (SLT) by retaining
the most probable edges and their associated classifications. This is achieved using Edmonds’
algorithm, which extracts a Maximum Spanning Tree (MST) from the LOS graph by maximizing
relationship probability distributions. The MST construction ensures that the resulting graph is

rooted and directed, representing the correct hierarchical structure of the expression.

Our approach captures both local and global dependencies through graph-based modeling, combin-
ing the strengths of spatial relationships encoded in LOS graphs with the contextual representation
power of GATs. This integration enables accurate classification of nodes and edges while reduc-
ing the complexity of graph search, resulting in interpretable and efficient parsing of mathematical

formulas.

Summary and Baseline Selection. For final comparisons in our evaluation of mathematical
formula parsing, we select representative baseline systems across both handwritten and typeset
domains, chosen for their performance, relevance, and methodological diversity. On the CROHME

2019 benchmark for handwritten expressions, we include USTC-iIFLYTEK |[73| and ICAL [170]

as strong encoder-decoder baselines, along with the top-performing rule-based systems such as



CHAPTER 2. BACKGROUND 36

MyScript and Samsung [73]. We also compare against QD-GGA [72], as we build upon this model.
Likewise, we include other GNN based models, including GGM-EGAT |[141], which incorporates
joint edge-aware attention with global context propagation via a master node. These systems
provide coverage of both symbolic sequence generation and node-edge classification paradigms. On
the Im2LaTeX-100K dataset for typeset formula recognition, we compare against a range of encoder-
decoder models including MathNet [110], and EDPA [69], selected for their state-of-the-art BLEU
and image-level accuracy. We also include a GNN-based model—Im2Latex-GNN [97] to situate our
graph-based EGATv2 model within the broader landscape. These baselines were selected to test
scientific hypotheses concerning model interpretability, data efficiency, structural recognition, and

the tradeoffs between symbolic sequence decoding and graph-based structural prediction.

2.2.2 Chemical diagram parsing

We begin by surveying approaches to parsing molecular structure, categorizing them into (1) rule-
based systems, and (2) neural-based systems. For neural-based systems, we further divide these into
methods that produce string representations of structure (e.g., SELFIES [57], DeepSMILES [91],
or InChI [47,48|) and methods that produce graph representations of structure. We conclude by

comparing and contrasting previous work with the ChemScraper parsers.

Rule-Based Parsers. The earliest parser for chemical diagrams in printed documents we know of
is a rule-based parser by Ray et al. from the late 1950’s [104]. This approach first detected atoms
in scanned document images, and then connections between atoms were identified in the regions
between atoms. connections for atoms were used to determine the type of bonds, which worked well

for common compounds.

An important later development was the creation of the Kekulé system |78|. Kekulé adds additional
pre-processing and improved visual detection of bond types over previous methods. Kekulé used
thinning and vectorization of raster scans to eliminate variations in bond lines and characters, and
ensured that a consistent set of characters and lines were recovered. Once a connection between a
pair of atoms was established, the system visually detected the bond type instead of using chemical
rules as Ray et al. did. In the same period, CLiDE [53| added the use of connected component
analysis in disconnected bond groups to identify bond types. The final adjacency matrix for structure
was created similar to Kekulé. Another system by Comelli et al. [26] used additional processing to

identify charges as subscripts or superscripts attached to atoms.

A still-popular open-source system extending the rules of CLiDE and Kekulé is OSRA by Filipov
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et al. [41]. OSRA refined processing of raster images generated from born-digital documents, which
tend to have clearly rendered text lines, characters, and graphics. A similar system is MolRec [108],
which uses horizontal and vertical grouping to detect connected atoms, their charge, and stereo-
chemical information. The more recent CSR system [19] also uses rule-based graphical processing
to output SMILES representations for molecules, using the OpenBabel [92] toolkit to generate a

valid connectivity table.

Relation to our work. Our MST-based approach builds upon traditional rule-based systems, em-
ploying geometric rules and constraints to ensure chemically valid parsing. The process starts with
constructing an MST using proximity and angular constraints to connect primitives. Transitioning
to the visual graph involves refining edges to handle over-segmentation and disconnected compo-
nents. In the tokenized visual graph stage, primitives are grouped into symbols like atom labels
and bond types using rules for line lengths, character placements, and stereochemistry detection.
Finally, semantic analysis converts the tokenized visual graph into a molecular graph, identifying
hidden elements (e.g., implicit carbon atoms) and mapping named structures (e.g., "NO3") to their

subgraphs.

This rule-driven pipeline ensures robust parsing while maintaining interpretability. To handle diverse
diagram styles, we use the parser to generate ground truth data for training neural network-based

visual parsers, enabling improved generalization and accuracy across varied molecular diagrams.
Neural Networks.

String Output. Recent advances in neural networks have proven effective for parsing chemical
diagrams. For example, Staker et al. [117] use an end-to-end model for extracting molecular diagrams
from documents and converting them into SMILES strings. For diagram extraction, they used a
U-Net [105] to segment diagrams, which were then passed through an attention-based encoder
network [128] to generate a SMILES string representing molecular structure from the segmented

image.

DECIMER |[103] also uses an encoder-decoder model for extracting molecular structure from raster
images. In their work they explored using different structure representations, including SMILES,
DeepSMILES, and SELFIES. They found that SELFIES produced stronger results because of the
additional information encoded in comparison with SMILES strings. Rajan et al. present an im-
proved encoder-decoder model [102]| for recognizing hand-drawn chemical structures. The model
integrates a CNN encoder with a transformer decoder to convert images into SMILES strings.

Synthetic datasets were generated using the RanDepict toolkit |16] to mimic hand-drawn styles,
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enabling training on a diverse array of molecular representations. This enhanced DECIMER, archi-
tecture improves robustness against variations in handwriting styles, line thickness, and background
noise, achieving 73.25% accuracy and a Tanimoto similarity of 0.94 on the DECIMER Hand-Drawn

dataset.

Additional encoder-decoder parsers include IMG2SMI by Campos et al. [20] which uses a Resnet-
101 [45] backbone to extract image features. Li et al. [64] modified a TNT vision transformer
encoder [43| by adding an additional decoder. This use of a vision transformer was made possible by
the BMS (Bristol-Myers—Squibb) dataset [1] released by Kaggle, which provided a larger baseline
for the conversion of molecule images to InChI (International Chemical Identifier names). The
training dataset used by Li et al. contained 4 million molecule images. Similarly, SwinOCSR by
Xu et al. [146] used the Swin transformer to encode image features and another transformer-based
decoder to generate DeepSMILES, and used a focal loss to address the token imbalance problem in

text representations of molecular diagrams.

MPOCSR [65] introduces a multi-path Vision Transformer (MPViT) [61] as the backbone for fea-
ture extraction and combines it with a transformer-based encoder-decoder architecture to generate
SMILES sequences. The multi-path design integrates local features from convolutions with global in-
formation from the transformer, improving the representation of both coarse and fine-grained image
details. To handle the long-tail distribution of chemical elements in datasets, the model employs a
class-balanced (CB) loss function, ensuring improved predictions for rare elements like ‘Br’ and ‘CI’.
The training dataset consists of 2 million molecule images, including Markush and non-Markush
structures, generated using tools like CDK and Randepict [16]. The MPOCSR achieves superior per-

formance with an accuracy of 90.95%, outperforming previous models such as Image2SMILES [55],
DECIMER-V2 [103], and SwinOCSR [146].

Graph Output. String representations of molecular structure lack direct geometric representation
between input objects (e.g., atoms and bonds) and the output strings, and models trained upon
them require extensive training data |79|. In recent years, molecular diagram parsers that combine
rule-based and neural-based approaches and generate graph representations have emerged. These

methods usually employ a graph decoder or graph construction algorithm.

MolScribe [100] uses a SWIN transformer to encode molecular images and a graph decoder consisting
of a 6-layer transformer to jointly predict atoms, bonds, and layouts, yielding a 2D molecular
graph structure. They also incorporate rule-based constraints for chirality (i.e., 3D topology) and

algorithms to expand abbreviations.
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MolGrapher [79] is another method employing a graph-based output representation. It utilizes a
ResNet-18 backbone to locate atoms, and constructs a supergraph incorporating all feasible atoms
and bonds as nodes, which is then constrained. Subsequently, a Graph Neural Network (GNN) is
applied to the supergraph, accompanied by external Optical Character Recognition (OCR) for node
classification. Both these systems utilize multiple data augmentation strategies, including diverse
rendering parameters, such as font, bond width, bond length, and random transformations of atom
groups, bonds, abbreviations, and R-groups (i.e., abbreviations for ‘rest of molecule’) to bolster

model robustness.

Likewise, Yoo et al. [149] and OCMR |[134] produce graph-based outputs directly from molecular
images. Yoo et al. [149] leverage a ResNet-34 backbone, followed by a Transformer encoder equipped
with auxiliary atom number and label classifiers. A transformer graph decoder with self-attention
mechanisms is used for bonds. In contrast, Wang et al. [134] employ multiple neural network models
for different parsing steps. These steps include key-point detection, character detection, abbrevi-
ation recognition, atomic group reconstruction, atom and bond prediction. A graph construction

algorithm is subsequently applied to the outputs.

Chen et al. [24] introduce MolNexTR, a model combining ConvNext [68] and Vision Transformer
(ViT) [35] in a dual-stream encoder for molecular structure recognition. The encoder captures
local atom-level features and long-range interatomic relationships. A two-stage decoder predicts
atoms and bonds to construct molecular graphs, while post-processing integrates chemical rules for
stereochemistry and abbreviation expansions, ensuring valid SMILES outputs. They use diverse
augmentation strategies (e.g., rendering, image perturbation, and contamination algorithms) and
integrate chemical knowledge. They achieve state-of-the-art results on the standard datasets, in-
cluding USPTO, CLEF, UOB, JPO, Staker, ACS, showcasing its robustness to diverse molecular

styles and noise.

These graph-based methods offer improved interpretability and robustness, and represent chemical
structures naturally. In particular, atom-level alignment with input images facilitates easy exami-

nation, geometric reasoning, and correction of predicted results.

Relation to our work. Our approach bridges born-digital and visual parsers by representing in-
puts and outputs consistently as graphs. For the visual parser, we utilize a CNN-based segmentation-
aware network that processes molecular diagrams as graphs with visual primitives like lines and
characters as nodes, and spatial and relational connections as the edges. The network iteratively
classifies nodes and edges to construct the tokenized visual graph, which is converted to a molecular

graph as output. Unlike string-based methods, the graph representation provides a direct mapping
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between input primitives and predicted chemical structures, facilitating geometric reasoning, error

correction, and a more natural representation of molecular diagrams.

Summary and Baseline Selection. For final evaluation, we compare our chemical diagram parser
against a broad spectrum of systems spanning rule-based, neural network-based, and graph-based
approaches. On the USPTO synthetic dataset, we include rule-based systems such as MolVec |41],
OSRA [41], and Imago [19], which historically achieve high SMILES match accuracy and serve as
strong traditional baselines. Among neural network models, we benchmark against DECIMER 102,
103] and Img2Mol [117], both representative of modern encoder-decoder approaches that convert
diagram images to SMILES strings. These baselines are chosen for their accessibility and widespread

adoption in open-source chemical structure recognition pipelines.

From the graph-based category, we include SwinOCSR [146|, MolScribe [100], and MolGrapher |79,
which represent state-of-the-art performance on benchmark datasets and produce explicit graph out-
puts. These systems were selected due to their alignment with our methodological goals: structure-
level prediction, support for complex layout and stereochemistry, and interpretability of graph out-
puts. In addition, OCMR [134] is included as a hybrid model using multiple neural components and
a graph construction algorithm. Our evaluations on both synthetic (USPTO) and scanned (CLEF-
2012) datasets focus on exact SMILES accuracy and data efficiency, reflecting both structural fidelity
and generalization under limited supervision. The selected baselines allow for a comprehensive com-

parison across accuracy, architectural design, and sample efficiency dimensions.

2.3 Techniques Relevant to Parsing Models

Parsing models for mathematical and chemical diagrams leverage a variety of techniques to enhance
their accuracy, efficiency, and interpretability. These methods address challenges such as learning
from multi-task objectives, incorporating global context, and effectively utilizing edge features and
attention mechanisms in graph-based representations. Additionally, innovative approaches like local
graph constraints, modified self-attention for transformers, and optimized loss functions contribute
to improved performance. In this section, we discuss existing works that provide the foundation for
these techniques, highlight their relevance to parsing tasks, and outline how our work builds upon

or diverges from these methods.
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2.3.1 Multi-task Learning and Interaction

Multi-task learning (MTL) is a machine learning paradigm where multiple related tasks are learned
simultaneously, allowing the model to leverage shared representations across tasks. This approach
has been shown to improve generalization and reduce overfitting by utilizing shared knowledge
between tasks [21,/106]. MTL can be seen as a form of inductive transfer, where knowledge gained
from auxiliary tasks provides a beneficial inductive bias. This bias encourages the model to favor
hypotheses that can effectively address multiple tasks simultaneously. For instance, introducing
sparsity through techniques like ¢; regularization is a common example of inductive bias. In MTL,
the auxiliary tasks serve as the source of this bias, guiding the model toward solutions that not only

optimize the primary task but also generalize effectively across related tasks [106].

MTL enhances model effectiveness by leveraging various mechanisms. It serves as an indirect form
of data augmentation, using multiple tasks to reduce the impact of noise and improve generalization.
By combining information from related tasks, MTL helps the model prioritize important features,
especially in noisy or high-dimensional data. It also allows the model to benefit from complemen-
tary tasks, where features that are easy to learn in one task can support another task’s learning.
Additionally, MTL encourages the development of shared representations that align with multiple
tasks, enabling better adaptability to new scenarios. Lastly, MTL reduces overfitting by introducing

constraints that limit the model’s tendency to adapt to noise in the data.

In MTL, hard parameter sharing involves sharing hidden layers among all tasks while maintain-
ing task-specific output layers, effectively reducing the risk of overfitting by encouraging a shared
representation across tasks [14,[21]. In contrast, soft parameter sharing [36,/147] assigns separate
models to each task and regularizes the distance between their parameters, promoting similarity

while allowing greater flexibility in task-specific learning.

Recent MTL approaches typically generate predictions for all tasks directly from the input in a single
processing cycle, either in parallel or sequentially. However, this approach often overlooks useful
relationships between tasks, such as the alignment of depth discontinuities with semantic edges,
potentially limiting performance improvements [142}/167]. To address this, newer methods employ
initial task predictions to refine outputs in subsequent steps. For example, Xu et al. [142] used spatial
attention to incorporate features from initial predictions into a residual for improving task outputs.
Zhang et al. |[167]| proposed a sequential prediction method, leveraging earlier task predictions to
refine features for other tasks iteratively. Building on this, later works employed recursive procedures

to propagate cross-task and task-specific patterns, focusing on affinity matrices of initial predictions
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rather than directly refining features [168]. MTI-Net [127] models task interactions across multiple
scales through three key components: a multi-scale multi-modal distillation unit that explicitly
models task interactions at each scale, a feature propagation module that transfers distilled task
information from lower to higher scales, and a feature aggregation unit that combines refined task
features across scales to produce final predictions. It demonstrates improved performance, reduced
memory usage, and fewer computations compared to single-task learning methods, as validated on

multi-task dense labeling datasets.

Relation to our work. Building on this foundation, we propose extending the MTL framework in
new directions to further enhance the interplay between subtasks. Specifically, we plan to integrate
self-attention mechanisms where classifications from the initial execution of the network are used
as inputs for subsequent iterations. This iterative refinement process allows the model to progres-
sively improve its predictions by learning from prior outputs. These enhancements are designed to
exploit the interdependencies between subtasks further, enabling the model to capture contextual

information and reduce ambiguities in parsing.

2.3.2 Local Constraints in Graph-Based Methods

In graph-based learning, incorporating local constraints has proven to be an effective strategy for
reducing computational complexity and enhancing interpretability. These constraints focus on lim-
iting the connections between nodes in a graph to those that are most relevant, improving the
graph’s sparsity and reducing noise. This paradigm has been explored across diverse applications,

such as molecular graph parsing, road network extraction, and subgraph learning.

MolGrapher [79] and MolScribe [100] leverage local constraints to improve molecular graph parsing
by limiting node connectivity based on domain-specific properties. For instance, nodes representing
atoms and bonds are connected only if they meet spatial adjacency criteria, ensuring that the
resulting graphs remain chemically valid. This approach allows the models to focus on meaningful

local interactions, such as bond angles or connections, while ignoring irrelevant global connections.

Bahl et al. [10] apply local constraints to road network extraction by utilizing k-nearest neighbor
graphs. By connecting each node to its k closest neighbors, the model captures the local structure of
road networks, such as intersections and curves, while maintaining sparsity. This method effectively

reduces the number of edges in the graph, leading to faster computation and better generalization.

Li et al. [63] propose sparse subgraph learning methods, which introduce local constraints by dynam-
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ically pruning edges during training. This ensures that the graph retains only the most important
connections, balancing the trade-off between sparsity and informativeness. Such techniques are
particularly useful in high-dimensional datasets, where densely connected graphs can be computa-

tionally prohibitive and prone to overfitting.

Relation to our work. In parsing mathematical and chemical diagrams, local constraints are
crucial for constructing sparse yet informative graphs. In our Line-of-Sight Graph Attention Parser
(LGAP) [114], we apply LOS constraints [52,71] to pruned edges from complete graph. LOS
graphs include edges only between mutually visible strokes in handwritten formulas or connected
components in images. This reduces computational complexity and improves statistical learning by

lowering feature variance in the input space.

Similarly, in our Line-of-Sight Chemical Graph Parser (LCGP) [112], used for molecular diagram
parsing, we restrict each primitive’s LOS connections to its k = 6 nearest neighbors. This ac-
commodates the four-bond constraint in molecular structures—ensuring that at most four lines or
characters represent bonds—while accounting for potential over-segmentation of visual primitives,
such as fragmented bond lines or characters. This approach enables the model to focus on rele-
vant local interactions and effectively handle over-segmented inputs, ensuring both computational

efficiency and improved accuracy.

2.3.3 Use of Edge Features in Graph Parsing

In graph-based parsing, the inclusion of edge features has emerged as a crucial advancement for
improving model performance. Edge features provide additional contextual information about the
relationships between nodes, enhancing the model’s ability to capture structural dependencies within
the graph. This idea has been effectively integrated into several models [33}42,139.|148].

Graphormer [148| incorporates edge features directly into self-attention layers using an edge encod-
ing mechanism. This mechanism integrates the features of edges along the shortest path between

nodes, represented mathematically as:
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where: h; and h; are the hidden state vectors of nodes i and j, respectively, Wg and Wy are
learnable weight matrices for the query and key transformations, v/d is a scaling factor, where d is
the dimensionality of the query and key vectors, and bg(v; v;) 1s a bias term that encodes the shortest

path distance ¢(v;,vj) between nodes v; and v;, providing structural information.

The term c;; aggregates the weighted edge features along the shortest path SP;; as follows:

1 N E\NT
Cij = N Z.ﬁen (wn) s
n=1

Here, N is the total number of edges along the shortest path SF;;, ., is the feature vector of
the n-th edge e, in SP;;, w? € R is the learnable embedding vector for the n-th edge feature,
and dg is the dimensionality of the edge feature embedding. By encoding edge features using
this mechanism, Graphormer enhances attention weights with structural information, capturing

connectivity patterns and improving the graph representation for downstream tasks.

Relational Transformers (RT) |33] extend transformer architectures by conditioning attention mech-
anisms on edge vectors. Specifically, RT concatenates the edge vector e;; with the node feature vec-
tors @, K,V before performing linear transformations, effectively encoding the relationship between
nodes directly into the attention computation. This approach not only improves performance but
also introduces a multi-task interaction between nodes and edges, leveraging edge features to refine

node embeddings.

Relation to our work. Building on this foundation, we propose enhancing our parsing models by
incorporating edge-specific attention mechanisms. These mechanisms will dynamically update edge
features during iterative passes, similar to nodes, refining the representation of relationships between
symbols and components. Additionally, we plan to introduce a bidirectional flow of information by
incorporating edge features into node representations and vice versa. This mutual exchange will

strengthen the interaction between edges and nodes within the MTL framework

2.3.4 Graph Attention Methods

Attention mechanisms have been instrumental in advancing graph-based parsing by enabling models
to dynamically focus on meaningful relationships between nodes. This subsection explores various
graph attention methods, from standard transformer-based approaches to graph-specific adapta-

tions, and their applications in parsing mathematical and chemical diagrams.
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Standard Graph Attention Networks. Graph Attention Networks (GATS) [129] extend the
traditional attention mechanism from transformer architectures to graph data. By dynamically
computing attention weights based on node features and graph connectivity, GATs allow nodes
to attend to their neighbors, effectively capturing local contextual relationships. This makes GATs
particularly suitable for graph-based parsing tasks, where local dependencies are crucial. GATv2 [17]
improves upon the original Graph Attention Network (GAT) by introducing a more expressive and
dynamic attention mechanism. In GAT, attention scores are computed using static weights, limiting
its ability to adapt to varying graph structures. GATv2 addresses this limitation by modifying the
computation of attention coefficients, making them a function of the target and source node features,
rather than the source features alone. This dynamic approach ensures that the attention mechanism

captures richer relationships between nodes.
Mathematically, GATv2 computes the attention coefficients as:
_ T
;j = softmax; (a’ o (W - [h; [ hy])),

where h; and h; are the feature vectors of nodes ¢ and j, W is a learnable weight matrix, a is a
learnable attention vector, o is an activation function (e.g., LeakyReLU), and || denotes concatena-
tion. This formulation ensures that the attention mechanism dynamically adapts to both the target

and source nodes’ features.

The dynamic nature of GATv2 allows it to better capture complex node relationships and adapt to
heterogeneous graph structures. Despite these enhancements, GATv2 retains the same computa-
tional efficiency as GAT, making it a powerful tool for tasks requiring flexible and expressive graph

representations.

Modified Self-Attention in Graph Transformers. Graph-structured data poses unique chal-
lenges for standard transformers due to its non-Euclidean nature, where structures lack a fixed order
and dimensionality [37]. To address this, graph transformers incorporate graph-specific inductive bi-
ases, such as node position and edge structural information, into the self-attention mechanism [115].
These biases can be categorized into local and global attention mechanisms, which adaptively encode

both fine-grained and high-level graph structures.

Graphormer [148| introduces centrality and spatial encodings into the attention computation to
capture graph structure. Centrality encoding quantifies node importance using in-degree and out-
degree, while spatial encoding integrates shortest path distances between nodes as a bias term in
self-attention. By avoiding traditional positional encodings, Graphormer enables adaptive atten-

tion based on graph-specific relationships, effectively encoding structural information. Centrality
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encoding captures the importance of a node based on its in-degree and out-degree:

©_ . . - +
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where x; is the initial node feature, and Z;og_ (01) and z;rcng (ur) 2T€ learnable parameters corresponding

to the in-degree and out-degree of node v;, respectively.

Spatial encoding integrates shortest path distances (SPD) between nodes as a bias term in the

self-attention mechanism: T
o QW)
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where h;Wg and hjWg are the query and key projections of nodes ¢ and j, d is the dimensionality

of attention vectors, and bg(,, ,) encodes the SPD between v; and v;.

The GTMGC [143] model adapts the standard transformer self-attention mechanism to molecular
graphs by introducing Molecule Structural Residual Self-Attention (MSRSA), which incorporates
adjacency matrices (A) and row-subtracted interatomic distance matrices (Dyow_sub) as residual bi-
ases in the attention scores. The local attention component uses adjacency matrix information scaled
by a learnable parameter, ensuring local structural relationships are captured, while the spatial at-
tention component incorporates distance relevance by applying a bias based on Dyow-sub, modulated
by another learnable parameter. The final attention computation combines these structural biases
with global attention to adaptively weigh nodes and edges in the graph. This modification enables
MSRSA to effectively model both local and global dependencies, making it particularly suited for

molecular graph parsing.

Relation to Our Work. In our work, we leverage Graph Attention Networks (GATs) [129] in
LGAP [114] to update node features using edge adjacency matrices. The aggregated features are
concatenated with the original features before passing through linear layers to improve feature

representation. Currently, LCGP does not employ graph attention mechanisms.

We propose to integrate GATv2 [17] and adapt the modified self-attention mechanism of graph
transformers to enhance both LGAP and LCGP. Specifically, we aim to utilize the self-attention
and cross-attention mechanisms from graph transformers within the MTL framework, enabling the
model to dynamically capture task-level interactions and learn the importance of tasks for each
other.
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2.4 Evaluation Metrics

Evaluating the performance of a parsing system for mathematical formulas and chemical diagrams
requires well-defined metrics that quantify the accuracy, completeness, and correctness of the gen-
erated outputs. These metrics are crucial in assessing both the structure and content of the parsed
diagrams, ensuring that the system not only recognizes the individual components but also correctly

captures the relationships between them.

In the context of mathematical formula parsing, evaluation typically involves measuring the accuracy
of the Symbol Layout Tree (SLT), which represents the hierarchical structure of the formula. Metrics
such as symbol recognition rates, spatial relationship detection, and overall structure accuracy
are used to gauge the system’s performance. For chemical diagram parsing, evaluation metrics
focus on the correctness of the molecular structure, often represented in formats like SMILES or
molecular graphs. The evaluation process may include string-based metrics, such as exact matches
or normalized distances, as well as graph-based methods that assess the accuracy of the atom and

bond relationships.

This section outlines the primary evaluation metrics used for both domains, including graph-based
methods, string-based methods, and other task-specific metrics that help to assess the accuracy
and reliability of the parsing systems. By employing these metrics, we can determine how well
the systems perform across different types of input, such as PDFs, raster images, and handwritten

strokes.

2.4.1 Graph-based Metrics (LgEval)

Evaluating the accuracy of parsed visual structures in both mathematical formulas and chemical
diagrams involves the use of graph-based metrics. The LgEval libraryﬂ [84,85|, provides a framework
for comparing labeled graphs by examining how well the nodes (representing primitives or symbols)
and edges (representing relationships) align between the ground truth and the parser’s output. This
method enables a fine-grained analysis of recognition errors, allowing us to pinpoint mistakes in both

node labeling and relationship detection.

Labeled graphs defined over the same nodes with known input locations can be directly compared

using their adjacency matrix entries. Recognition errors are easily identified by differing labels

“https://gitlab.com/dprl/lgeval
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in adjacency matrix cells, and located within an input image using the node locations. With a
particular bottom-up representation for grouping nodes (i.e., segmentation), errors may be identified

even when node groupings disagree, or nodes are missing in one or the other graph [157].

Handwritten math formula recognition was evaluated in this manner for the early CROHME com-
petitions, with ground truth and recognizer outputs defined over the same handwritten strokes [85].
The LgEval library was used to compute metrics and visualize errors [84,85,113]. One can view
all errors using the confHist tool including missing nodes and relationships. Repeated errors for

nodes, edges, and subgraphs are compiled in histograms that may be explored in HTML pages.

For example, in mathematical formula parsing, the nodes in the graph represent individual symbols,
and the edges represent spatial relationships such as superscripts, subscripts, or horizontal adjacency.
In chemical diagram parsing, the nodes represent atoms or bond segments, and the edges represent
the connections between these elements, such as bond types (single, double, triple, etc.) or spatial

connections between visual elements in a tokenized graph.

Evaluation Process: The evaluation process begins by assigning unique identifiers to the nodes
in both the ground truth and parser output graphs. In mathematical formula recognition, these
identifiers may correspond to the connected components (CCs) or strokes forming a symbol, while
in chemistry, the identifiers may correspond to atoms or bond segments in a molecule. Once the
nodes are aligned based on spatial overlap (for visual parsing) or direct matching (for structured

data), adjacency matrices are constructed for both the ground truth and parser output.

Each row and column of an adjacency matrix corresponds to a node in the graph. Diagonal entries
represent node labels (e.g., the type of symbol in math, or the atom in chemistry), while off-
diagonal entries represent the edges between nodes (e.g., spatial relationships in math, or bond
types in chemistry). Differences between the adjacency matrices of the ground truth and the parser
output highlight recognition errors. For example, a mislabeled node (such as a misclassified symbol
or atom - e.g., ‘two’ misclassified as ‘z’ shown in Figure would appear as a mismatch in a
diagonal entry, while an incorrect or missing spatial relationship (e.g., ‘Horizontal” misclassified as

‘Rsub’ in Figure or bond type would appear as an off-diagonal mismatch.
For each graph, the evaluation metrics typically include:
e Unlabeled Structure Accuracy: This measures whether the predicted graph has the cor-

rect structure without considering the labels of the nodes and edges. It ensures that the

relationships between the primitives are captured accurately in terms of their connections. In
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Figure 2.7: An example of a primitive-level graph representation highlighting errors in the predicted
graph (right) compared to the ground truth (left) for a mathematical expression. The predicted
graph shows incorrect or missing relationships (red edges) and mislabeled nodes (red nodes). Labels
in brackets represent the ground truth, while underscores indicate missing elements or undefined
labels.

Figure [2.7], the structure is incorrect, as there are missing edge between ‘z’ and upper part of

9’ due to over-segmentation error in ‘i’.

e Labeled Structure Accuracy: This metric extends the unlabeled structure accuracy by
evaluating whether the nodes and edges are correctly classified. For instance, in math, this
means that the symbols are recognized correctly, and their spatial relationships (e.g., subscript,
superscript) are accurate. In chemistry, this involves verifying that the atoms and bonds are
labeled correctly in the tokenized visual graph or the molecular graph. In Figure [2.7] there

are incorrect node and edge labels shown in red.

e Detection F-scores: This measures how well the system detects symbols (math) or atoms

and bonds (chemistry) by comparing the number of correctly detected components to the total
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number of components in the ground truth. The F-score is the harmonic mean of precision
and recall, ensuring a balance between precision and recall. In Figure 2.7, we miss detecting

the ‘RSUB’ edge between ‘z’ and upper part of ‘i’, reducing recall.

e Detection + Classification F-scores: This combines detection with classification. For a
component to be considered correct, it must not only be detected but also classified accurately.
This applies to both symbols and spatial relationships in math, and atoms and bond types in

chemistry.

In chemical diagram parsing, this method is applied to both tokenized visual graphs and molecular
graphs. For tokenized visual graphs, the relationships might represent binary connections between
atoms and bonds, while for molecular graphs, the relationships represent specific bond types (e.g.,
single, double, or triple bonds). In mathematical formula parsing, the relationships are spatial

relations like superscripts, subscripts, or horizontal adjacency.

A key difference between the two domains is how the relationships are interpreted. In math, spatial
relationships between symbols play a central role in defining the formula’s structure, whereas in
chemistry, the connections between atoms and bonds define the molecular structure. However, both
domains share the same underlying graph-based evaluation approach, making the LgEval framework

versatile for assessing different types of visual structures.

By utilizing the LgEval library, we are able to carry out a comprehensive and detailed analysis of
the recognition system’s performance, identifying where errors occur and how they affect the overall

accuracy of the parsing process.

2.4.2 String-based Metrics

In addition to graph-based metrics, string-based metrics are commonly used to evaluate how well
systems translate visual or handwritten input into structured textual representations like INTEX (for
maths) or SMILES (for chemistry).

LaTeX Match

For mathematical formulas, the exact LaTeX match is a key metric. This metric measures the
percentage of formulas where the automatically generated IATEX code exactly matches the ground

truth IXTEX representation. The comparison is strict, meaning even minor differences in formatting
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(such as missing braces, incorrect subscript or superscript placement, or small spacing errors) will

result in a mismatch.

Limitations of LaTeX Match: A key limitation of the LaTeX match metric is that the same
formula can often be represented by multiple equivalent LaTeX strings. For instance, variations in
spacing, the use of optional braces, or alternative ways of expressing subscripts and superscripts can
result in different LaTeX code that still represents the same visual structure. Despite this, only an
exact match will count as correct in this metric, making it overly rigid in some cases. Additionally,
LaTeX match does not provide fine-grained feedback like graph-based metrics. It only indicates
whether the entire formula was generated correctly or not, without giving insight into which specific

parts of the formula (symbols or spatial relationships) were misrecognized.

SMILES Match and Normalized Levenshtein Distance

SMILES strings are compared by (1) the percentage of exact matches, and (2) the inverse of the
average Normalized Levenshtein Distance (NLD). The levenshtein distance is the minimum number
of insertions, deletions, or substitutions needed to convert one SMILES string to the other [111]. The
distance is normalized to [0, 1] using the minimum/maximum possible edits based on the SMILES
string lengths. The inverse of the average NLD is given by subtracting the average NLD from 1,
giving a similarity in [0, 1], with 1 produced for identical SMILES strings.

Limitations.

Molecular formulas are naturally represented as graphs, where atoms and bonds have well-defined
relationships and spatial arrangements. In contrast, SMILES representations are linear character
strings describing graph structure. These SMILES characters have no direct connection with the

atoms and bonds present in an input image (i.e., where atoms appear is not represented).

Levenshtein distances for SMILES strings may correspond to multiple operation sequences of the
same length. In this case, Levenshtein-based SMILES metrics do not uniquely identify which parts
of the input are incorrectly recognized. It is thus tempting to instead use graph edit distances
over molecule structure graphs directly, with operations that insert/delete/relabel nodes and edges.
Unfortunately, this can also result in ambiguous minimal edit sequences, and errors may again not

be uniquely identified.

The main issue here is a missing correspondence between input image regions and the nodes/edges

in a molecular structure graph representation. If molecular structure graphs include input image
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locations (e.g., bounding boxes) their nodes may be aligned spatially and then compared using adja-
cency matrices. We describe the first application of this approach to chemical structure recognition

evaluation next.

These string-based metrics are essential for assessing the accuracy and quality of systems that
convert graphical or handwritten input into structured representations like LaTeX or SMILES.
However, they are limited by their rigid nature and inability to provide detailed insights into specific

recognition errors.

2.5 Summary

In this chapter, we explored the foundational elements required for understanding the parsing of
both mathematical formulas and chemical diagrams. We first discussed the different representations
and input types, including born-digital PDFs, typeset images, and handwritten strokes. Each input
source brings unique challenges in extracting visual primitives, such as connected components (CCs),
strokes, and lines, and forming them into structured graph representations. We introduced the
notion of primitive-level graphs and how they differ between math and chemistry in terms of nodes
and edges, as well as the construction of symbol layout trees (SLTs) for math and molecular graphs

for chemistry.

We also outlined the evaluation metrics crucial for assessing the effectiveness of our parsing models.
Graph-based metrics, using tools like LgEval, provide a fine-grained approach to evaluating struc-
tural and relational accuracy. In contrast, string-based metrics like LaTeX and SMILES provide
quick, albeit limited, evaluations based on exact matches. These string-based methods, however,
suffer from limitations in their ability to capture structural nuances, as discussed for both mathemat-
ical and chemical outputs. We also reviewed related works in the fields of mathematical formula and
chemical diagram parsing, highlighting the evolution of techniques from syntactic and rule-based
methods to more modern graph-based and neural network approaches. These works provide the
foundation and context for our contributions, addressing limitations in existing models regarding
accuracy, speed, and interpretability. This chapter provides the necessary background for under-

standing the technical and methodological context in which the proposed research operates.

In the next chapter, we delve into the born-digital parsing of formulas and diagrams directly from
PDF symbols, leveraging the precise vector data available within PDFs to construct structured

representations without relying on OCR. This transition forms the backbone of our approach to
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extracting high-quality data efficiently from documents.
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Chapter 3

Born-digital Parsing from PDF symbols

This chapter focuses on the born-digital parsing of mathematical formulas and chemical diagrams
from PDF files (ChemScraper [112]), utilizing vector-based information extracted directly from
PDF drawing commands without relying on OCR. PDF documents encode rich graphical content,
including symbols, lines, and other primitives, offering opportunities for precise and efficient ex-
traction. By leveraging these native PDF instructions, we achieve higher parsing accuracy and
efficiency compared to pixel-based methods. We were motivated to use PDF instructions by earlier
math formula recognition work by Baker et al. using a combination of PDF instructions and image
analysis [13]|. In our approach, only PDF instructions are used, extracted by our SymbolScraper

tool |113] without image processing.

For mathematical formulas, the goal is to recognize isolated formulas by constructing their structure
as Symbol Layout Trees (SLTs), capturing the spatial arrangement of symbols such as superscripts,
subscripts, and horizontal alignments [156] as described in Chapter The isolated formulas are
located using an existing tool-YOLOvS8 [132] for formula detection, while precise symbol extraction,
including bounding box locations and character labels, is handled by SymbolScraper [113]. SLTs
provide a structured representation of formulas that can be converted into formats such as IXTEX
or Presentation MathML. The challenge lies in accurately parsing complex formula structures with
a large and diverse symbol vocabulary, while preserving spatial relationships among symbols. Rec-
ognizing these structures requires robust parsing techniques to interpret symbol arrangements and
interactions effectively. To aid in diagnosing parsing errors and improving recognition accuracy, we
utilize tools that visualize recognition outputs and errors through the LgEval library |73/83,85]. This

library provides a convenient HT'ML-based visualization of recognition results, allowing for detailed
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Figure 3.1: Detection of symbols and expressions. The PDF page shown in (a) contains encoded
symbols shown in (b). (c) shows formula regions identified in the rendered page image, and (d)

shows symbols located in each formula region.

examination of structure recognition errors organized by ground truth subgraphs. For example,
symbol segmentation, symbol classification, and relationship classification errors are automatically
highlighted and linked to specific input formula images in context, enabling targeted analysis and

refinement of the recognition process.

In the case of chemical diagrams, current molecule structure recognizers generally parse images from

pixel-based raster images, and produce chemical structure descriptions such as Simplified Molecular-
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(d) Tokenized Visual Graph (e) Molecular Graph
nodes: bonds, atoms & superatoms nodes: atoms & superatoms
edges: connections edges: bonds

Figure 3.2: Parsing Nitrobenzene (CgH;NO3) from a PDF image (a). (b) Minimum Spanning
Tree (MST) over lines & characters. (c) Visual Graph with additional edges (dashed lines)
(d) Tokenized Visual Graph with merged nodes (bonds and named groups). (e) Molecular
Graph. Blue nodes show double bonds and atom/group names in (d) and (e). In (e) orange nodes

are ‘hidden’ carbon atoms, and single/double bonds are converted from nodes to edges.

Input Line-Entry System strings (SMILES [135]) describing molecular structure as output. A num-
ber of these approaches work well, and some include modern variations of encoder/decoder models
that recognize structure with high accuracy, as discussed in Chapter 2l However, modern documents
often use vector images to depict molecules. Vector images encode diagrams as characters, lines,
and other graphic primitives. So, parsing involves recognizing chemical elements, such as atoms,
atom groups, and bonds, from PDF drawings. Unlike mathematical formulas, where symbols fol-
low strict spatial hierarchies, chemical diagrams require identifying connections between atoms and
bonds, potentially forming complex cyclic structures (e.g., aromatic rings). Our approach involves
constructing a Minimum Spanning Tree (MST) over extracted primitives, followed by tokenization
of molecular entities such as atoms and bonds. This tokenized visual graph is then transformed
into a molecular graph representing the chemical structure, supporting downstream tasks such as

chemical search and reaction planning.

The chemical diagram born-digital parser is used to annotate pixel-based raster images, to address
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Figure 3.3: ChemScraper Born-Digital Pipeline. Molecules are detected in PNG page images, but
symbols are extracted from PDF instructions. Page-Region-Object tables store bounding boxes and
the graphics they contain. Molecules are recognized in three stages, producing CDXML containing
the page location, appearance, and chemical structure for each. CDXML can then be converted to

chemical structure file formats (e.g., SMILES) or rendered as images (e.g., SVG).

a shortage of training data. This includes annotations for all graphical primitives, atoms, and bonds
(see Section [3.4). We use this data to train a new visual parser, a novel multi-task neural network
for recognizing molecule diagrams in raster images (see Chapter [4). The born-digital parsers’ use

of Minimum Spanning Trees (MSTs) to recognize molecular diagrams is novel.

The born-digital vector image parser is one component in the online ChemScraper molecule extrac-
tion too]E], which includes a YOLOvS8 [132] detection module not described here. Figure|3.3|provides
an overview of the full ChemScraper born-digital extraction pipeline. The model locates page re-
gions where molecular diagrams appear, and then parses their structure. Recognized molecules are
stored in ChemDrawE] CDXML files [88]. CDXML represents both visual and chemical structure in
molecular diagrams. The ChemAxon molconvert command line tool’] is used to convert CDXML
to vector images (SVG) and SMILES. Recognized molecules can then be used for editing, search,

and other applications (e.g., in chemoinformatics).

1https ://chemscraper.frontend.staging.mmlil.ncsa.illinois.edu/configuration
Zhttps://revvitysignals.com/products/research/chemdraw
3https://docs.chemaxon. com/display/docs/molconvert_index.md
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An important attribute of ChemScraper output graphs is that they contain both visual and chemical
structure information. This allows output graphs to closely match their original appearance in ad-
dition to capturing chemical structure. The additional visual information is helpful both for reusing
the appearance of molecules within documents, and for visualization and checking of recognition

results.

In this chapter, we present the core components of the parsing pipelines for both mathematical
formulas and chemical diagrams. For mathematical formulas, the process involves symbol extraction,
formula region detection, and the generation of Symbol Layout Trees (SLTs) to capture structure.
For chemical diagrams, characters and graphical elements such as lines are extracted to construct
a tokenized visual graph, which is then converted into a molecular graph to represent chemical
structures. Both approaches emphasize graph-based parsing techniques, leveraging vector-based

PDF data for fast, accurate, and interpretable recognition.

The subsequent sections cover each step in detail, with the goal of producing structured graph
representations: SLTs for mathematical expressions and molecular graphs for chemical structures.
These graph representations not only capture the content and layout of the original diagrams but
also enable various applications, including editing, searching, and chemical reaction planning, by
converting them into formats such as WITEX, MathML, CDXML, and SMILES.

In Section [3] we describe the Symbol Scraper, a tool designed to extract characters, graphics, and
shapes from vectorized drawing instructions in PDF files. Section [3.I] introduces the MST-based
math formula parser, which builds the Symbol Layout Tree (SLT) using Symbol Scraper and the
QD-GGA approach. Section focuses on the ChemScraper born-digital parser, which constructs
molecular graphs through a streamlined and efficient design. The process begins with constructing
a Minimum Spanning Tree (MST) from PDF graphical primitives, identifying neighboring elements,
adding or removing edges to capture the diagram’s visual structure, and grouping (or tokenizing)
primitives into molecular entities, such as atoms and bonds. This tokenized visual graph is then

transformed into a graph representing the molecular structure.

Section [3.4 explains the generation of annotated training data using the born-digital parser, focusing
on extracting primitives for training visual parsers that recognize molecular structures from raw
images. Finally, Section [3.5| presents the evaluation results for both the mathematical and chemical
born-digital parsers. For chemical diagrams, we use two evaluation representations: SMILES and
labeled directed graphs. A key contribution of this work is the direct comparison of molecular
structure graphs, which enables detailed detection of structural differences that are often missed by
traditional SMILES-based evaluations.
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3.1 SymbolScraper: Symbol Extraction from PDF

SymbolScraper is a tool for extracting characters and shapes from vectorized drawing instructions
in PDF files, ignoring embedded images [113]. This requires identifying and extracting character
shapes (glyphs) embedded in font profiles, as well as instructions for other graphics such as lines
and polygons. Unless formula images are embedded in a PDF file (e.g., as a .png), born-digital
PDF documents provide encoded symbols directly, removing the need for character recognition |12].
In PDF documents, character locations are represented by their position on writing lines and in

‘words,” along with their character codes and font parameters (e.g., size).

For the math parser, we simply extract all character locations and labels from the math formula
regions, detected by YOLOv8. These symbol-level details from born-digital PDFs are directly
utilized; however, in cases where symbols are absent or incomplete, characters are recognized from

connected components (CCs) in images using a visual parser called QD-GGA [72].

For the chemical parser, the extraction process is more complex, as it involves identifying and
tokenizing additional graphical elements such as polygons, curves, lines, and rectangles present
in chemical diagrams. PDF graphics are defined primarily by instructions for lines, rectangles,
and Bezier curves. We use these as graphical primitives along with their parameters such as (x,y)
points, line widths, whether objects are filled, etc. Graphical primitives are converted to line strings
(polylines)EL each of which is a sequence of straight line segments. We approximate Bezier curves
in PDF as straight line segments, using a parameter to limit the maximum distance that a point
on the original curve can deviate from the approximated line segments, in points (i.e., 1/72 of an
inch).

For chemical diagram parsing, a small number of rules and additional parameters are used to extract
the final input tokens (parameters shown in Table [3.1)). Some straight lines are drawn as filled
polygons, which are approximated by a line if the two longest lines cover more than a percentage of
the polygon perimeter and have their angles within a small tolerance. Solid wedges (trapezoids) are
identified in polygons based on the ratio of long:short side lengths. Positive charges are sometimes

drawn with two overlapping lines tested for perpendicularity within an angular tolerance.

The final input tokens produced by SymbolScraper for the born-digital parser are bounding boxes,

polygons, or polylines. Each have associated parameters, types, and labelsﬂ

4Java Topology Suite: https://locationtech.github.io/jts/
Srepresented using the Python Shapely library
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3.2 MST-based Math Formula Parsing

Parsing mathematical formulas from PDFs requires building a graph representation of the symbols
and their spatial relationships. In our approach, we leverage the high-quality information available
in born-digital PDFs by using SymbolScraper to extract precise symbol locations and labels directly
from drawing commands. This eliminates the need for OCR and ensures accurate symbol extraction
wherever PDF information is available. However, not all PDFs contain complete symbol data or
maintain drawing instructions, necessitating the use of a neural network-based method as a fallback.
For these cases, we employ QD-GGA [72|, which is a convolutional neural network based parser,
which segments connected components (CCs) and recognizes symbols from pixel-based data. These

image-based models are discussed in detail in Chapter [4l

This parsing approach uses a Maximum Spanning Tree (MST) for determining formula structure.
Specifically, we construct a line-of-sight (LOS) graph over symbol bounding boxes, which is then
merged into a symbol-level LOS graph. The MST is extracted from this symbol-level LOS graph
by maximizing the relationship probability distributions obtained from the CNN using Edmond’s

arborescence algorithm [38].

3.2.1 Identifying Extracted Symbols in Formula Regions

The first step in parsing is identifying and associating extracted symbols with their corresponding
formula regions. We detect overlapping areas between the formula regions (detected using YOLOVS)
and the bounding boxes of symbols extracted by SymbolScraper. Symbols outside the detected
formula regions are discarded, as illustrated in Figure The combined information—formula
regions and their corresponding symbols—is stored in a tab-separated variable (TSV) file in a

hierarchical structure. This consolidated data serves as the input for graph-based parsing.

3.2.2 Parsing Formula Structure with SymbolScraper and QD-GGA

When symbol locations and labels are available from SymbolScraper, they are directly used for
parsing, bypassing the need for character-level OCR or CC-based segmentation. Figure shows
an example of formulas parsed using SymbolScraper data. However, for cases where SymbolScraper
data is incomplete or missing, QD-GGA [72| supplements the parsing process. QD-GGA uses

connected component (CC) extraction and a CNN based network to identify symbols and spatial
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Figure 3.4: Parsing a formula image. Formula regions are rendered and have characters extracted
when they are provided in the PDF. We produce a Symbol Layout Tree as output, which can be
translated to INTEX and Presentation MathML.

relationships in the formula.

We construct a graph in which the nodes represent extracted symbols or CCs, and the edges capture
spatial relationships between these nodes. These edges are initially defined by a line-of-sight (LOS)
graph computed over the connected components. In cases where CC-based symbols are segmented
into multiple parts, binary ‘merge’ relationships are defined, and the symbol class is determined

based on the highest average confidence score among merged CCs.

3.2.3 Building the Symbol Layout Tree (SLT)

Once the symbols and their relationships are identified, the next step is to construct a hierarchical
graph representation, the Symbol Layout Tree (SLT). To build the SLT, we use Edmond’s arbores-
cence algorithm [38| to extract a Maximum Spanning Tree (MST) from the weighted relationship
class distributions. This ensures that the final formula interpretation reflects the correct structure
and spatial arrangement of the symbols. QD-GGA concurrently trains CNN-based features and
attention modules for multiple tasks, including symbol classification, edge classification, and seg-
mentation of CCs into symbols. The graph-based attention module allows multiple classification
queries for both nodes and edges to be processed in a single feed-forward pass, leading to a fast

training and inference.

The final output of the parsing process is an SLT, which encodes both the structure and the symbols
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Table 3.1: Parameters for PDF Symbol Parsing Stages

Primitive Graph (MST) 3. MST — Visual Graph
PARAMETER (VALUE) 1. Extract 2. Build MST (a) (b) | (c)
Symbols -ve Charges Restr. MST | Tokenization

1
PDF GRAPHIC PRIMITIVES i
BEZIER_FLATNESS_PTS (0.25) v
RECT2LINE_LONG_RATIO (0.85) v
RECT2LINE_ANGLE_TOLERANCE  (5.0) v

l
ANGLES & PROXIMITY :
ANGLE_TOLERANCE_DEGREES (3.0) v v v | v
CLOSE_NONPARALLEL_ALPHA (1.75) v
CLOSE_CHAR_LINE_ALPHA (1.5) v

l
SYMBOLS l
S-WEDGE_LENGTHS_DIFF_RATIO (0.7) v
NEG-CHARGE_Y_POSITION (0.5) v i
NEG-CHARGE_LENGTH_TOLERANCE (0.5) v 1

l
PRUNING EDGES :
ABS_COS_CHAR_PRUNE (0.1) v
CHAR_LINE_Z_TOLERANCE (1.5) v | v
MAX_ALPHA_DIST (2.0) | v

of the formula, along with the spatial relationship classifications. This SLT can be further converted
into other machine-readable formats, such as Presentation MathML or a IATEX string, for use in
various applications (see Figure [3.4).

In cases where symbol data is incomplete or absent, our method seamlessly integrates QD-GGA as
a fallback, ensuring robust formula recognition. Further details on the neural network-based parsing
approach (QD-GGA) are provided in Chapter |4 where we explore how attention-based methods

improve segmentation and classification accuracy.

3.3 MST-based Molecular Digram Parsing

In this section we present the ChemScraper born-digital parser for recognizing molecular diagrams
directly from vectorized PDF images. As seen in Figure our born-digital parser has four stages,
including extracting graphics commands using an improved SymbolScraper [113], constructing a

Minimum Spanning Tree (MST), rewriting the MST as a visual structure graph, and finally rewrit-
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Input: Born-Digital PDF Molecule Image

1. Extract Symbols from PDF

Characters and graphical objects (e.g., lines)

2. Build Minimum Spanning Tree (MST)

Connect neighboring lines, shapes, & characters

3. MST — Visual Graph

(a) Detect negative charges (vs. other lines)

(b) Restructure MST
(+) add edges: touching lines (e.g., in rings), adjacent parallel lines and char/line pairs

(-) delete edges: ‘floating’ objects

(c) Tokenization
- Neighboring characters — name nodes

- Neighboring parallel lines — bond nodes

4. Visual Graph — Molecular Graph
*NO TUNABLE PARAMETERS

Convert line intersections into carbons
b

(c
(d

(a)
(b) Replace bond nodes by edges

) Annotate names with subgraphs (e.g., SO-)
) Generate CDXML

Output: Editable molecular diagram (CDXML)

Figure 3.5: Molecule Parsing from PDF Symbols. Symbol information is transformed into an MST

(Figure [3.2b)), a visual structure graph (Figure [3.2|c)), a tokenized visual graph (Figure [3.2)(c),
and finally a molecular structure graph (Figure (d))

ing the visual graph into a molecular structure graph. The final molecular graph replaces line
intersections by carbon atoms, and all bond tokens/nodes (e.g., single, double, triple, solid /hashed

wedge) are replaced by edges.

This is a compiler-like recognition architecture, with some similarities to the DRACULAE math-
ematical formula recognition system [152]. Using a compiler-based architecture provides a helpful

separation of concerns that allows changes to be implemented and tested across smaller modules.

We provide an overview of the outputs and processing for stages shown in Figure 3.5 Each stage is
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then described in more detail in the remainder of this section. The full parsing process has an asymp-
totic run-time complexity of O(n?logn) for n nodes in the input graph (PDF character/graphics

primitives), reflecting the cost of MST construction.

Stages 1 & 2: Primitive Graph (MST). SymbolScraper recovers primitive symbols from PDF,
for which neighboring objects are identified using an MST. Because molecule diagrams represent
connections between atoms/groups using line intersections and line /character proximity, MSTs cap-
ture many valid connections. However MSTs prune cycles, some primitives must be merged, and

some diagrams contain multiple molecules (e.g., parallel lines in bonds and floating ions).

Stage 3: (Tokenized) Visual Graph. To capture structure missing in the primitive MST, the
MST is transformed to provide a two-dimensional syntactic analysis for the visible primitives. This
is done by first adding/removing edges to correct MST structure producing a visual structure graph
(Figure c)), followed by grouping characters and lines into names and bond types (i.e., tokens)
producing a tokenized visual structure graph (Figure (d))

Stage 4: Molecular Graph. The final stage is semantic analysis: visual syntax is mapped to
represented information/structure, including elements not visible in the diagram. This includes
identifying hidden carbon atoms at line intersections, and structures represented only by name. In
our system, names are mapped to molecular subgraphs using a dictionary. In Figure (e), NOy
will be replaced by a subgraph with one nitrogen and two oxygen atoms connected to a hidden

carbon.

This MST-based approach differs from that used in math parsing: instead of being the final struc-
ture, the MST here serves as an initial constraint that is iteratively refined through edge addition /re-
moval to form the final chemical graph, allowing cycles where necessary for accurately representing
molecular structures. Our semantic analyzer, designed for this parsing pipeline, can also be applied
to other visual parsers generating compatible visual graph outputs, as demonstrated with the visual

parser discussed later in Chapter [4

3.3.1 Minimum Spanning Tree (MST)

MSTs are widely used for constraints and optimization tasks involving point sets and other ge-
ometric object collections in continuous space (i.e., R™), including agglomerative clustering. For
graphics recognition, MSTs have been used to constrain symbol and spatial relationship types when

recognizing handwritten math formulas, e.g., by Matsakis |76] and Eto and Suzuki [40].
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As can be seen in Figure [3.2] chemical diagrams are even better suited to MST-based selection of
spatial relationships than math formulas. The visual structure of math formulas may have as many
as eight spatial relationship types, while molecule diagrams contain only one spatial relationship
(connected). Symbols in formulas may be related at a distance, while connections in molecular dia-
grams are between neighboring symbols. Lines or other graphical objects that need to be combined

into symbols (e.g., two parallel lines in a double bond) are also neighboring objects.

We construct an MST to connect graphical primitives with their nearest neighbor in a chemical dia-
gram, breaking ties arbitrarily when two or more neighbors are equidistant. A complete undirected
graph over all input PDF primitive pairs is generated first, with edges weighted by distance. By
default, edge weights are the distance between the closest points on two objects; however, for line
pairs we use their end-points to capture connection distances. This also prevents overlapping lines

from having distance 0.

Invalid character connections are prevented by setting distances in our weighted adjacency matrix to
oo when: (1) The absolute value of the cosine for the angle between characters falls between [0.1, 0.9],
e.g., between [25.8, 84.3]°. This prevents (illegal) superscript or subscript character connections.
(2) A line-character distance is more than 1.5 standard deviations from the mean line-character

distance in the diagram. Pruning parameters are shown in Table [3.1]

We use Kruskal’s algorithm to extract an MST with n — 1 edges for n primitives, such that the sum

of edge distances is minimal in the pruned adjacency matrix. An example MST over input graphics
primitives is shown in Figure [3.2|(b).

3.3.2 MST — Visual Structure Graph

While an MST over PDF graphical primitives includes many connections needed to recognize molec-
ular structure, connections often need to be added or removed. For example, an MST cannot contain
cycles, and so we need to insert edges when three or more lines intersect. These and other changes
are needed to produce the final graph capturing the visual syntax of a molecular diagram, e.g., as
seen in Figure (d) The steps used for this transformation are presented below; parameters are
shown in Table B.1l

Negative Charges. We first distinguish negative charges from other lines. Lines are considered
negative charges if they are: (1) roughly horizontal (0°), (2) no longer than a fraction of the average

line length in the diagram, and (3) right adjacent to a character, with the line’s vertical center in
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the upper half of the character’s bounding box.

Restructure MST. Next we correct connections for ‘floating’ bond lines such as the double bonds
in Figure 3.2l These floating lines may not connect with their corresponding parallel line in the
MST when another line’s endpoint is closer. We consider creating an edge between a candidate
floating line with degree 1 (one edge) in the MST with another nearby overlapping parallel line if
it is within the five nearest neighbors of the line, and the average endpoint distances between the
two lines is smaller than for the current neighbor. If so, the line is disconnected from its current

neighbor and connected to the closer parallel line.

We then use distance-based clustering to add and remove connections based on MST distances.

1. Line Intersections. Add missing non-parallel line intersections (e.g., for rings and multi-line
intersections) where the lines’ endpoints are within a ratio of the maximum distance between

connected non-parallel lines.

2. Character-Line Connections. Filter MST char-line connection distances via Z-scores (i.e.,
standard deviations from the mean) before estimating the maximum char-line connection

distance. Add all char-line edges within a ratio of this maximum distance.

3. Split Floating Structures. Prune edges with a distance larger than a ratio of a maximum
distance. The connection type used to determine the maximum distance is selected in the
following in order, based on first available distance type in the MST: (1) char-line distances,

(2) parallel line distances, or (3) non-parallel line distances.

Tokenization. There are two steps for merging lines into bonds and characters into atom and

group names: (1) merging adjacent characters and parallel lines, and (2) labeling bond types.

Merge Characters and Parallel Lines. Characters connected by edges are merged into text tokens,
using the location of the nearest character as the connection point for a bond, if present (see
Figure (d)) Double bonds, triple bonds, and hashed wedge bonds are represented by adjacent
parallel lines. Hashed and solid wedge bonds have a shorter side that begins the bond and a longer
side that ends the bond, indicating the bond direction. Solid wedge bonds are trapezoids, while
hashed wedge bonds are drawn as parallel lines of increasing length. All neighboring parallel line
groups in the MST are merged, and annotated by the number of lines they contain. For example,
in Figure (d), three pairs of parallel lines representing double bonds will each be merged and

annotated with ‘2’.
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Label Bonds in Line Groups/Wedges. Annotated line groups can then be labeled as single, double, or
hashed wedge bonds by the number of lines they contain (i.e., 1, 2, or >3). Three parallel lines are a
special case: both triple bonds and hashed wedge bonds may contain 3 parallel lines. We distinguish
these by sorting the 3 lines topologically (i.e., top-down, left-to-right), and then determine whether

these lines uniformly increase or decrease in size within the sorted list.

For wedge bonds, we need to identify new endpoints on the longest and shortest sides (for solid) or
longest and shortest lines (for hashed) and restructure the final visual structure graph accordingly.

Bond endpoints are important in the semantic analysis step, which we describe next.

3.3.3 Visual — Molecular Structure

In the final stage of the born-digital parser, visual structure is converted to molecular structure, and
chemical information not directly visible in the diagram is added to produce a chemical graph. The
chemical graph is then represented in a CDXML file capturing both visual and chemical structure.

Note that this stage uses a deterministic process that involves no tunable parameters.

We first need to define explicit intersection points where line endpoints meet. These intersection
points are defined by the midpoint between adjacent endpoints for connected lines in the visual
structure graph. ‘Hidden’ carbon atoms are then inserted as nodes at bond line intersections, and
at line endpoints without a neighbor. Nodes for bonds in the tokenized visual structure graph are
removed, and replaced by edges labeled with the same bond type (see Figure [3.2(d) and (e)).

CDXML Generation. CDXML is a file format representing molecules and reactions along with
related text on a canvas or series of pages. For molecular data, both chemical structure and the
appearance of molecules on a 2D canvas are encoded in CDXML files. The format was created for

the ChemDraw chemical diagram editor.

In CDXML tags define molecules, nodes (e.g., atoms, named groups), and bond connections in the
diagram, along with annotations for node positions and appearance. We encode the locations of
nodes on their associated page, so that the appearance and location of recognized molecules match
the original document. Positions are also helpful with accurate conversion to other chemical formats

(e.g., SMILES), and to capture spatial information in the chemical structure (e.g., for wedge bonds).

Annotate Names with Subgraphs: Molecules are often represented more compactly using chemical
formulas or other names for substructures. For example, Figure shows an abbreviation node

NOa2, a nitro group with an external connection available. We use a manually compiled dictionary
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of 612 common abbreviations with their associated subgraphs collected from the RDKit Python
libraryﬁ, ChemDraw, and our own work. For the abbreviation NOy, we insert the full structure
(* = Ni,Ni — O1,N; — O3) into the CDXML as a nested molecule ‘fragment.” #* represents
where the structure can be connected to other structures; O; and Os represents two oxygen atoms

connected to the nitrogen N; through a single and double bond respectively.

3.4 Generating Training Data for Visual Parser

In designing ChemScraper, we noticed that authors often copy molecular diagrams directly into
their documents as raster images, which become embedded in PDFs. To create parsers for raster
images with easily interpreted results, we require explicit correspondences between image regions
and molecular symbols in generated visual structure graphs. Unfortunately, there is a shortage of
training data with direct annotations of raster images. In addition to fast and accurate recognition,

this was the second key motivator for creating our born-digital parser.

While one can create large datasets from SMILES using their rendered raster images, the correspon-
dence between image regions and portions of SMILES strings is absent in such datasets. One can
also generate molecular diagram images from MOL files, which include explicit molecular structure
(e.g., atoms and their connection by bonds), along with optional 3d spatial positions. However,
MOL files were not designed to describe image regions for characters, bonds, or other visual primi-
tives in an image. For example, MOLs identify spatial locations of atom groups such as C Hs, but

do not the locations for its constituent H and 3 in an image.

A new data generation technique is required. First, we sought a stable visual primitive in pixel-
based (raster) molecule images that would avoid merging symbols, and found that we could extract
a type of line primitive reliably for this purpose (see Figure (b)) Given the born-digital parse
results for a molecule in PDF, we extract these line primitives from the rasterized PNG for the

molecule, and align them with the PDF primitives based on maximum overlap.

The born-digital visual graphs annotated with line primitives can then be used for training models
using the same line primitives as input. For these parsers, the visual primitive extraction replaces
the first step of the born-digital parsing pipeline seen in Figure [3.3] where rather than extract
characters and lines directly, we may also extract image regions that over-segment (i.e., split) lines

and characters.

Shttps://www.rdkit.org
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3.4.1 Visual Primitives (Lines)

From a raster image (PNG) for a PDF molecule rendered by the Indigo chemoinformatics toolkitm
we extract connected component (CC) contours, and convert these to polygons using a simplification
algorithm (provided by Shapely). These polygons are transformed into a set of skeletal lines using
pairs of adjacent parallel lines on the contour boundary. Each pair of parallel lines is replaced by
their medial axis (i.e., line between the middle of the parallel lines’ endpoints)ﬁ After the medial
axis lines have been identified, pixels in CCs are segmented by assignment to the nearest axis line

using a distance transform.

The resulting ‘visual’ line primitives can be seen in Figure (b) Some CC shapes such as curved
lines and closed curves are unaltered by the process. The 2 is unsegmented because after identifying
all skeletal lines for CCs in a molecule, to avoid segmenting small CCs, we test whether the average
skeletal line length in a CC is less than the average for all skeletal lines. If this average length is
smaller than the global average, we do not segment the CC. We also remove skeletal lines within
CCs that are smaller than the global average skeletal line length, which avoids over-segmenting
lines at dense intersections (e.g., at the connection point between two single bonds and a double
bond). We split a long line in a triple or double bond by projecting the floating line onto it, and
then testing if the overlap ratio r for the longer line is in the interval of one third to one half, with

a margin of 10% (3 — 15 <7 < 5+ 15).

For illustration, here we have manually broken the N into three parts; in practice, both characters
and lines may be over-segmented. In Figure (b) there are 15 visual primitives, versus 13 graphical
primitives for the original PDF in Figs.[3.2(a) and (b). 10 primitives are straight bond lines, and 5

primitives are for the characters in NOs.

3.4.2 Visual Graph Generation

We now annotate raster images using our visual primitives and visual graphs before tokenization
(see[3.2(c)) from our born-digital parser. We use Indigo to render PDFs from SMILES rather than
PNG images as done in previous methods (e.g., MolScribe [100]). The born-digital parser is then
run on the PDF images, and where the recognized SMILES and original SMILES match (i.e., the
result is correct), we use the resulting visual graph as our preliminary ground truth data (e.g., see

Figure [3.2]c)).

"https://github.com/epam/Indigo
8parameters in Table constrain angles and min. overlap
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Figure 3.6: Ground Truth Visual Graph Generated for Figure (C) (a) Label graph file with
Objects (0), Relationships (R) and Visual primitives with contour points (#contours). (b) Visual-
ization showing primitive identifiers, node labels, and edges (all edges labeled as CONNECTED. Objects
for single bond contain one line primitive each, while the character N contains three line primitives.
A second file for the PNG is created using 13 PDF primitives (vs. 15 visual line primitives shown
here).

We next assign visual line primitives to PDF graphical primitives in the born-digital visual graph.
PDF images are converted to 256 DPI PNG images, and we extract visual line primitives as described
above. The assignment of visual primitives to PDF primitives/symbols is determined by maximum
overlap. In Figure|4.5(c), 1 line primitive is attached to each line node, 3 line primitives are attached
to IV, and one primitive is attached to each of the O and 2. Finally, we validate bonds between

atoms against a MOL connection table generated from SMILES using Indigo.

To store visual graphs, we create label graph (Lg) files [84,85| for both PDF primitives and visual
line primitives. An example is shown in Figure |3.6(a). Primitives are represented by numeric
identifiers and image contours, while typed objects are comprised of one or more primitives (e.g.,

Single bond: one line, character N: three lines).

A label graph file defines structure over declared primitives, using primitive groups (objects) and
their relationships. In our label graph files, only CONNECTED relationships are explicitly defined,
however MERGE relationships are defined implicitly between all primitive pairs in an object. In
Figure MERGE edges exist between primitives 10, 11, and 12 for N (0bj10), and the connection
between this character and the Single bond 0bj9 is represented by CONNECTED edges for (9,10), (9,
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11) and (9,12). Similarly, all primitives in an object share a label (e.g., for 0bj10, primitives 10, 11,
and 12 are labeled N).

3.5 Evaluation and Results

This section presents the evaluation metrics and experimental results for the parsing methods de-
veloped for both mathematical formulas and chemical diagrams. The goal of this evaluation is to
assess the accuracy, robustness, and overall effectiveness of the born-digital parsers across both do-
mains, using the graph-based and string-based metrics introduced in Chapter 2l For mathematical
formulas, we primarily rely on raster image evaluations due to the lack of standardized datasets
for evaluating formulas extracted directly from PDFs. Here, the parsing pipeline leverages Symbol-
Scraper to extract symbol locations and labels from PDFs wherever possible, with QD-GGA [72]
used as supplementary models when PDF information is missing. The evaluation covers the accurate
reconstruction of Symbol Layout Trees (SLTs). Similarly, for chemical diagrams, we measure the
parser’s ability to extract graphical primitives and convert them into molecular graphs. The results
are presented separately for math and chemistry, with a detailed analysis of system performance,

limitations, and potential error sources.

3.5.1 Evaluation of Math Formula Recognition

We do not have results specifically for the born-digital math parser, as there are no standard
datasets available for benchmarking formulas extracted directly from PDFs. Therefore, we present
our evaluation results based on raster images, using QD-GGA [72], the neural network-based parser

employed in cases where PDF information was unavailable in our math parsing pipeline.

Dataset. We evaluated the parser on the InftyMCCDB-2 dataset,[ﬂ a modified version of InftyCDB-
2 |118]. The test set consists of 6830 mathematical expressions derived from scanned article pages.
The parser achieved a structure recognition rate of 92.56% and an expression recognition rate
(Structure + Classification) of 85.94%.

Implementation/Systems. SymbolScraper is built in Java using Apache’s PDFBox and the Java
Topology Suite. The experiments were conducted on a desktop system with a hard drive (HDD),
32GB RAM, an Nvidia GTX 1080 GPU, and an Intel(R) Core(TM) i7-9700KF processor. The

9https://zenodo.org/record/34830484 . XaCwm0dKjVo
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MathSeer Pipeline Results Visualization

One can also think of {{T.k] as the zeta function of a nonsingular curve O over
[FJ whose field of functions is B. For example, let [C/F] be a plane curve given by
an equation

(33) (X X5, X5) =1
where [f] is nonsingular and homogeneous of some degree and has coefficients in [F].
For each =1 let [V;] be the number of projective solutions to (33) in Fyq. The

zeta function of the field of functions B of [ is the same as the zeta function of the
curve O over [F] which is defined as

(34) F(T.(.‘/Fq) = exp (Z \n’} e o
vvvvvvvvv o // q

Q

n=1

This geometric point of view is very powerful. For example, the Riemann-Roch
Theorem on the curve 0 plays the role of the Poisson summation formula [SCH]
and shows that II

(35)

where is of degree Pg. g being the genus of the curve 0. It also gives
the functional equation [P(T) = ¢?T?9P(1/¢T]. The Riemann-Hypothesis for these e I k
zeta functions, which was put forth and tested in many examples by Artin, asserts
that all the zeroes lic on This was proven by Weil. By now there
are several different proofs: Weil [WE3], [WE4], elementary proofs by Stepanov
[8T] and Bombieri [BO], and proofs by Deligne [DE] which have the advantage of
applying much more generally. One reason for being able to proceed in the function

) f(X1, X2, X3 =0

[]

Figure 3.7: HTML visualization for formulas extracted from a sample PDF page with detected
formula locations (left), and a table (right) showing extracted formulas and recognition results as
rendered MathML and SLT graphs.

total processing time for the 6830 formula images was 26 minutes and 25 seconds, averaging 232

milliseconds per formula.

An important contribution of this work is new tools for visualizing recognition results and struc-
ture recognition errors, which are essential for efficient analysis and error diagnosis during system
development and tuning. We have created these in the hopes of helping both ourselves and others

working in formula extraction and other graphics extraction domains.

Recognition Result Visualization (HTML + PDF). We have created a tool to produce a
convenient HTML-based visualization of the detection and recognition results, with inputs and
outputs of the pipeline for each PDF document page. For each PDF page, we summarise the results
in the form of a table, which contains the document page image with the detected expressions at
the left and a scrollable (horizontally and vertically) sub-table with each row showing the expression
image, the corresponding MathML rendered output, and the SLT graphs (see Figure .

We created HTMLs for easy evaluation of the entire pipeline, to identify component(s) (symbol
extraction, expression detection, or structure recognition) producing errors on each page. This
makes it easier to diagnose the causes of errors, identify the strengths and weaknesses of different

components, and improve system designs.

Improved Error Visualization. The LgEval library [84.85| has been used for evaluating formula

structure recognition both for recognition over given input primitives (e.g., strokes) and for output
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Figure 3.8: Error analysis (errors shown in red). (a) Main error table organized by decreasing
frequency of errors. (b) Specific instances where ‘1" is misclassified as ‘one,” seen after clicking on

the ‘10 errors’ link in the main table.

representations without grounding in input primitives |73] . We extend LgEval’s error summary
visualization tool, confHist, to allow viewing all instances of specific errors through HT'ML links.
These links take the user directly to a list of formulas containing a specific error. The tool generates
a table showing all error types for ground truth SLT subtrees of a given size, arranged in rows and
sorted by frequency of error, as shown in Figure (for single symbols). Each row contains a
sub-table with all primitive level target and error graphs, with errors shown in red. Errors include
missing relationships and nodes, segmentation errors, and symbol and relationship classification

errors - in other words, all classification, segmentation, and relationship errors.

New links in the error entries of the HTML table open HTML pages, containing all formulas sharing
a specific error along with additional details arranged in a table. This includes all expression images
containing a specific error along with their SLT graph showing errors highlighted in red Figure [3.80
The new tool helps to easily identify frequent recognition errors in the contexts where they occur.
For example, as seen in Figure [3.8b] we can view all expression images in which ‘I’ is misclassified
as ‘one’ by clicking the error entry link (10 errors) in Figure and locate the incorrect symbol(s)
using the SLT graphs.

Both visualization tools load very quickly, as the SLT graphs are represented in small PDF files
that may be scaled using HTML /javascript widgets.
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3.5.2 Evaluation of Chemical Diagram Recognition

We next evaluate the accuracy of our parsers. It is important to remember that the ChemScraper
born-digital parser utilizes PDF information for characters, lines, and other graphical objects that
parsers working from raster (pixel) images do not. Our analysis includes a graph-based analysis of
recognition errors at the level of molecule structure present that provides information missing in
standard SMILES-based evaluation methods.

Datasets. For tuning born-digital parser parameters and generating visual parser training data,
we use 5000 molecules (46 unique SMILES characters) extracted from PubChem[l;U] prepared by the
MolScribe team [100|. For benchmarking, we use three datasets: (1) the USPTO synthetic dataset
with 5,179 PNG images generated by the Indigo toolkit from SMILES strings (37 unique SMILES
characters) [101], (2) UoB (5,740 molecule PNG images + SMILES: 33 unique characters [107]),
and (3) CLEF (992 molecule PNG images + SMILES: 71 unique characters [99]).

The born-digital parser is run on Indigo-rendered PDFs from SMILES ground truth, including for
the UoB and CLEF datasets. For the USPTO synthetic set, the rendered PNG and PDF images
are essentially identical, but this is not true for the CLEF and UoB data sets where scanned images
of molecules were annotated with SMILES; in this case rendering the SMILES using Indigo may

produce images in different styles, fonts, and orientations than the scanned molecule images.

Implementation/Systems. ChemScraper born-digital parser is implemented in Python using
the Shapely (2d geometry), networkx (graphs), numpy, and mr4mp (map-reduce) libraries. The
ChemScraper born-digial and visual parsing pipelines are Python-based, along with the visual line

primitive extractor.

Born digital parsing runs were made on a Ubuntu 20.04 server, with a Intel(R) Xeon(R) CPU
E5-2667 v4 (3.20 GHz) and 512 GB RAM. Experiments for the visual parser were run on another
Ubuntu 20.04 server with hard drives (HDD), an A40 (48GB) GPU, a 64-core Xeon Gold 6326 (2.9
GHz), and 256 GB RAM.

SMILES-Based Evaluation

ChemScraper-generated CDXMLs are first translated to SMILES using ChemAxon’s molconvert
tool. After this, we canonicalize both CDXML and benchmark SMILES to remove differences in

Yhttps://pubchem.ncbi.nlm.nih.gov
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their atom order, which can vary for the same molecule. SMILES canonicalization is performed

using the RDKit library via the function CanonSmiles(), with ignore_chiral=False.

Parameter Tuning and Rendering. Each molecule in our 5,000 PubChem molecules for pa-
rameter fitting was rendered with Indigo with 3 randomly selected parameters. The rendering
parameters are described below. For benchmarking the born-digital parser, we use the Indigo de-
fault rendering parameters. This is done to insure PDF molecules for the born-digital parser have
the same appearance as PNG images in the USPTO dataset, which is our primary collection for

benchmarking.

The final parameter values seen earlier in Table[3.T]are obtained using grid search, with the exception
of the PDF GRAPHICS PRIMITIVES group belonging to SymbolScraper. To keep the tuning
process manageable, we divided the grid search into 3 stages, one per group in the order given
in Table B:I] Initial default values were identified. After each parameter group’s grid search was

complete, learned values replaced the default values. Value ranges and defaults are shown in Table

We also tested the effect of the MST pruning parameters discussed in Section [3:3.1} removing
them harms accuracy. For the USPTO dataset removing the absolute cosine angle threshold for
characters produces 93.72% SMILES matches, removing the threshold for line-character distances
produces 97.06% SMILES, matches and removing both produces 93.20% matches. Including the
pruning parameters produces 98.16% exact SMILES matches.

Benchmarking Born-Digital Parser. Table compares ChemScraper and existing molecule
parsing models. For the USPTO dataset, we see that the born-digital parser obtains the highest
rates. Note that the ‘rendering failure’ for USPTO applies to all systems, because the SMILES for
these 15 molecules are missing in the collection itself. Given this, the born-digital parser working
from PDFs outperforms the neural models working from raster images by nearly 1%, and rule-based
system working from raster images by roughly 3%. The strong performance of the born-digital
parser is because of the additional information is available from PDF instructions, and the robust

design of the born-digital parser.

The model also obtains competitive rates for CLEF and UoB, but note that this is for Indigo-
rendered SMILES, and not the provided PNGs because PDF images are not provided in these

collections.

In terms of execution time, running the born-digital parser on the USPTO-Indigo dataset (5,719

molecules) with a single process took 28.01 mins (293.39 ms/formula), i.e., 3.4 molecules/sec, with
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Table 3.2: Grid Search Parameters. Values tested are shown, with default values in bold.

1. ANGLES & PROXIMITY

ANGLE_TOLERANCE_DEGREES
CLOSE_NONPARALLEL_ALPHA
CLOSE_CHAR_LINE_ALPHA

2. SYMBOLS

{1, 3, 5, 10, 15}
{1,1.25, 1.5, 1.75, 2.0}
{1,1.25, 1.5, 1.75, 2.0}

S-WEDGE_LENGTHS_DIFF_RATIO
NEG-CHARGE_Y_POSITION
NEG-CHARGE_LENGTH_TOLERANCE

3. PRUNING EDGES

{0.70, 0.85, 0.90, 0.95}
{0, 0.25, 0.5}
{0.33, 0.5, 0.66}

ABS_COS_CHAR_PRUNE
CHAR_LINE_Z_TOLERANCE
MAX_ALPHA_DIST

{0.10, 0.15, 0.20}
{1.0, 1.5, 2.0}
{2.0, 2.5, 3.0}

76

Table 3.3: Molecular Structure Recognition Benchmarks. Percentages of generated SMILES match-
ing ground truth are shown. For USPTO both PNG and PDF images are rendered using Indigo, but
rendered SMILES PDFs may differ from scanned PNGs for CLEF and UoB (indicated by italics).

SYNTHETIC IMAGE *SCANNED IMAGE
Models USPTO (5719) , CLEF-2012 (992) UoB (5740)
MolVec 0.9.7 95.40 83.80 80.60
Rule-based OSRA 2.1 95.00 84.60 78.50
Imago 2.0 68.20 63.90
Img2Mol 58.90 48.84 78.18
Neural Network
DECIMER 69.60 62.70 88.20
OCMR - 65.10 85.50
SwinOCSR 74.00 30.00 44.90
Image2Graph - 51.70 82.90
Graph Outputs MolScribe 97.50 88.90 87.90
MolGrapher - 90.50 94.90
Born-Digital Parser (PDF input)
(PDF rendering errors) (15) 98.16 (71) 89.52 (0) 94.41
ChemScraper L K
*Skipping rendering errors 98.42 96.20 94.41
Visual Parser (PNG input) 85.02 - -
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a peak CPU memory use of 230 MB. With multiple processes (32) the total time is reduced to 1.81
mins (19.04 ms/formula), i.e., 52.5 molecules/sec. Performance benchmarks from Rajan et al. |[101]
show that on a Linux workstation with Ubuntu 20.04 LTS, two Intel Xeon Silver 4114 CPUs and
64 GB of RAM, processing the USPTO-Indigo dataset took 28.65 minutes for MolVec 0.9.7, and
145.04 minutes for OSRA 2.1. Thus, on comparable systems, our born-digital parser operates at

similar or faster speeds compared to other rule-based methods.

Rendering: Sensitivity Analysis. To check the robustness of the born-digital parser, we used
the rendering parameters of Indigo to perform a sensitivity analysis. We tested three rendering

parameters visualized in Figure Parameters/values considered are:

1. relative-thickness: Boldness of graphic and text objects. Values considered: {0.5, 1, 1.5}.
The default is 1.

2. render-implicit-hydrogens-visible: Whether to show implicit hydrogens. Default is True.

3. render-label-mode: Which atom labels to show: {hetero, terminal-hetero, all}. all shows
all atoms. There is a none option we omit because it leads to ambiguous molecules. Default

is terminal-hetero.

This produces 18 parameter combinations for rendering. We evaluated our parser with each of them
for the USPTO Indigo dataset, using SMILES matches and inverse normalized levinshtein distances

for evaluation.

Figure shows how different atom labelings affect performance of the parser. Including all atom
labels slightly hurts performance, in part because the more dense a molecule becomes, the more
probable it is for the parser to connect atoms incorrectly. Figure then shows the effect of
rendering with different thicknesses. Lower thicknesses produce stronger results, again because this
decreases the density of the molecule. As seen in Figure lower thickness increases the distance

between unconnected objects.

Figure compares performance when rendering molecules with or without implicit hydrogens.
The difference between the conditions is minimal, with 14 fewer exact matches (roughly 0.06%)
than when showing implicit hydrogens. This difference is due to merging errors of different groups

that are close, similar to the crowding of Figure [3:9b

Overall, the born-digital parser is quite robust to these changes in rendering parameters. This

robustness was achieved by gradually increasing the reliance of the born-digital parser on graph
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Figure 3.9: Rendering a molecule with different parameters (Indigo toolkit). Each of (a)-(d) indicate
the label mode, whether implicit hydrogens are shown, and the relative thickness. Parameters in

(d) are the defaults. The born-digital parser recognizes all four versions correctly.
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Figure 3.10: Sensitivity of Born-Digital Parser to Label Rendering Parameter. SMILES-based eval-
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uation is used. Other parameters have default values, with render-implicit-hydrogens-visible

as True and render-relative-thickness to 1.

Table 3.4: Born-Digital Parser Label Graph Metrics for Different Rendering Parameters (5719

molecules). Shown are F; measures for symbol labels, correct labels, and complete graphs.

RENDERING PARAMETERS CorRECT NODE | CORRECT EDGE MoLECULES
RENDER | label_ mode implicit_ hydrogens_ visible relative_ thickness | (LABELsS) F| (LABELS) Fy Struct.  +CLAss
Default terminal-hetero  true 1 99.96 99.84 98.49 97.62
Hardest all true 1.5 99.65 99.01 81.89 81.12

properties while reducing the number of parameters used; additional reductions in parameters are

likely possible.
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Figure 3.11: Sensitivity of Born-Digital Parser to Thickness Rendering Parameter. Higher
thickness reduces accuracy. Other parameters: render-implicit-hydrogens-visible is True,

render-label-mode is terminal-hetero.
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Figure 3.12: Sensitivty of Born-Digital Parser to Showing Implicit Hydrogens. Other parameters:

render-label-mode is terminal-hetero and render-relative-thickness is 1.

Graph-Based Evaluation

Example molecular structure graphs are shown in Figs. (e) and e), which are equivalentlEl For
the ChemScraper parsers, molecular structure graphs produced using born-digital primitives (see
Figure b)) contain polygons representing the image locations for hidden carbons and atom/group

labels. We use these graphs directly for evaluation.

As outlined in Chapter 2] graph-based comparisons are facilitated when both the ground truth and

output graphs share the same set of nodes with known input locations. These graphs can be analyzed

"Note: The graphs are mostly undirected, but wedge bonds going ‘in’ /‘out’ of a page require directed graphs.
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through their adjacency matrices, where any discrepancies in cell entries indicate recognition errors.
By referencing node locations, these errors can be precisely pinpointed within the corresponding
input image. Furthermore, even when the grouping of nodes (segmentation) varies between the
graphs—whether due to over-segmentation or missing nodes—such differences can still be detected

through this bottom-up comparison approach |157].

Here, we take a slightly different approach. Rather than graphs sharing nodes, corresponding ground
truth and output nodes in molecular structure graphs are aligned (i.e., assigned the same identifier)
based on spatial overlap in a PDF image. After this alignment, we apply the same adjacency

matrix-based evaluation metrics and tools used for CROHME.

We first assign identifiers to nodes in the ground truth graph, which are atoms or named groups
(e.g., SO2) and hidden carbons at line intersections. the Indigo graph using code provided by
MolScribe. We have adapted MolScribe code to locate atom/group names and hidden carbons in
a PDF image for a molecular diagram generated using Indigo. Then, parser output graph nodes
are given the identifier of the ground truth node that they have maximum overlap with, breaking
ties arbitrarily. Where multiple output nodes overlap one ground truth node, or an output node
does not overlap a ground truth node (e.g., missed line intersections produce extra hidden carbons),
additional unique identifiers are created. Bonds are then defined using labeled edges between nodes

using these bond types: (single, double, triple, wavy, solid wedge, hashed wedge).

After alignment, adjacency matrices are used to identify all structural differences from the labels
in corresponding cells. Both rows and columns of adjacency matrices for: (1) ground truth, and
(2) parser output, are labeled by the node identifiers obtained during alignment. Node labels are
located in diagonal entries (e.g., (n1,n1)) and edge labels are provided in the off-diagonal entries
(e.g., (n1,n2)). For nodes, we compute the percentage of ground truth nodes aligned with an output
graph node with the same label (i.e., (R)ecall), and the percentage of output nodes aligned with
an identically labeled ground truth node (i.e., (P)recision). We combine Recall and Precision using

their harmonic mean F7y:

_ 2RP
 R+P’
We also report the analogous F; measure for edges (bonds). An output edge is correct if its end

1

nodes and label match ground truth. Finally, we report the percentages of molecules with correct
structure (i.e., correct MERGE and CONNECTED relationships), and with both correct structure and

node labels.

For fine-grained evaluation of ChemScraper, we require molecule graph representations for both

ground truth and the predicted molecules. Given we have already created chemical structure graphs
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Figure 3.13: Relationship Confusion Histograms for Renderings in Table (truncated at right for
space). Hyperlinks show molecules with specific errors, check boxes allow selecting molecules with
errors for export. Default rendering: the top 2 errors are missing single and triple bonds. We
can observe that in both cases, at times a missing (ABSENT) hidden carbon is the cause. Hardest
rendering: missing single bonds are again the most frequent error, caused half of the time by a
missing carbon. The second most-frequent error is missing hashed wedges between carbons, where

no bond is detected, or because of misclassification of hashed wedges as solid wedges.

subsequently converted to CDXML format, we can readily employ these graphs for evaluation. It
is important to note that the molecular graphs utilized for evaluation differ from the visual graphs

created in Section [3.4] to annotate raster images.

Molecular Graphs for Evaluation. The predicted graph corresponds to the final stage in the
parsing algorithm, shown in Figure (e). These graphs are generated in the final step of the
born-digital parsing pipeline (see Figure . This graph assumes the representation of atoms
or atom groups as nodes, with edges representing bond types associated with nodes, which may
have one of the following types: {Single, Double, Triple, Solid Wedge, Hashed Wedge}. To
construct a ground truth molecular structure graph, we use a MOL object generated by Indigo from
the corresponding SMILES representation. We then extract atom positions along with the adjacency

matrix for bonds between atoms using MolScribe code [100] with minor modifications.

We identify correspondences between nodes in parser output and ground truth graphs using atom

coordinates from Indigo (ground truth) and Symbol Scraper (parser output). Minor discrepan-
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cies in atom coordinates are resolved using minimum distances between corresponding atom pairs.

Corresponding nodes are giving the same identifiers.

Finally, we create object-relationship label graph files (Lg files) as described in Section ‘Object’
entries represent individual atoms or atom groups, and the ‘Relationship’ entries denote bond edges
with bond type labels between the atoms, as opposed to specifying the type of connections between

visual elements.

Analysis. We use LgEval to compare molecular graphs to obtain the metrics in Table 3.4} The
table shoes a disparity between recognition rates when using labeled graphs (last column) vs. the
exact SMILES matches shown in Table 3.3] This arises because SMILES string-based metrics lack
sensitivity to direction and errors for 3D bonds, such as hashed and solid wedge bonds. In this way,
SMILES exact matches may be misleading in terms of identifying correct molecular structures. In

contrast, our graph-based metrics readily identify such errors.

Table [3.4] show a large decline in recognition rates when using the hardest rendering condition for
the parser, despite only a 0.83% reduction in accurate detection of edges in molecular graphs. This
is mainly due to the intricate network of edges and relationships, particularly in large structures
with rings. Even a 1% error in relationships, as seen in the USPTO-Indigo dataset with 382,058

target relationships for 5,719 molecules, substantially affects accuracy.

In the confHist tool error summary (an excerpt is shown in Figure , common errors for
the default rendering include missed single and triple bonds. The run for the hardest rendering
parameters produces a notable increase in the count for the most frequent errors, including missing
single and hashed wedge bonds. This unexpected difficulty with easier-to-detect bonds is due to
the density of molecules in the hardest rendering condition, which produces short bond lines and a
compact structure (See Figure (b)) This poses challenges for our graph transformations using
thresholds to accurately detecting bonds or establishing correct connections between entities. This

illustrates where greater use of visual features may be beneficial within the born-digital parser itself.

3.6 Summary

We presented two specialized born-digital parsing systems: one for extracting mathematical formulas
and the other for molecular diagrams, both leveraging PDF graphics data without relying on OCR.
SymbolScraper plays a crucial role by extracting precise character labels and locations from PDF

rendering commands, bypassing traditional OCR methods. The mathematical parser integrates this
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symbol data to construct Symbol Layout Trees (SLTs), which may be converted to formats like IXTEX
or Presentation MathML. In the absence of complete PDF information, we use neural network-based
models such as QD-GGA [72| and LGAP [114] to ensure formula structure recognition, focusing on

segmenting connected components and classifying symbols.

For chemical diagrams, the ChemScraper parser efficiently tokenizes graphical elements like lines,
polygons, and curves into molecular structure graphs, which can then be converted into chemical
representations like SMILES and CDXML. This parser also addresses the challenge of training
data scarcity by generating annotated raster images for visual parsing tasks. Both parsers provide
outputs that are compatible with widely-used tools like ChemDraw, enabling seamless integration

into chemical workflows.

We adapted adjacency matrix-based evaluation metrics from CROHME for both mathematical
formulas and molecular graphs, ensuring detailed assessments of parsing accuracy. These metrics
highlight structural errors not captured by simpler string-based evaluation methods like SMILES

matching.

Limitations: While these parsers offer robust and accurate extraction capabilities for documents
with vector-based content, they rely heavily on the availability of clean vector information. Many
real-world documents contain a mix of vector and raster graphics or lack vector information entirely.
This limitation underscores the need for extending our parsing approach to handle raster images

through visual parsing, a problem we address in the next chapter.

In the next chapter, we extend our exploration to visual parsing from raw images. Here, we shift
focus from PDF-based symbol extraction to image-based parsing, leveraging neural networks to

analyze and reconstruct formula and diagram structures directly from pixel-based data.



Chapter 4

Visual Parsing from Raster Images

Documents include both born-digital PDF documents (e.g., where symbols in a formula may be
available, but not formula locations [12,|113]) as seen in the previous chapter, and scanned docu-
ments, for which OCR results for formulas can be unreliable. In this chapter, we focus on the task of
parsing the visual structure of formulas and diagrams from raster images after formulas have been
detected /isolated, and parsing isolated formulas from connected components or visual primitives in

binary images in particular.

The Line-of-Sight with Graph Attention Parser (LGAP) [114] introduced in this chapter builds
upon the Query-Driven Global Graph Attention formula parser (QD-GGA) |72]|. Both systems use
line-of-sight (LOS) graphs to structure their input and generate SLTs that represent mathematical
expressions. However, LGAP improves upon QD-GGA by incorporating additional context through
LOS neighbors [50./52], enhancing spatial information via spatial pyramidal pooling [44], and refining
representation of punctuation relationships to avoid requring edges that are missing in many LOS
graphs. This chapter shows how LGAP increases the recognition accuracy for math formulas and

addresses the challenges inherent in parsing mathematical expressions.

In parallel, we introduce Line-of-Sight Chemical Graph Parser (LCGP)—a neural network-based
chemical diagram parser that extends the concepts of LGAP for molecular structures. LCGP is
specifically designed to handle the intricacies of chemical diagrams by segmenting primitives such
as lines, polygons, and curves from raster images, generating visual graphs, and converting them
into molecular structure graphs. LCGP also employs iterative segmentation-aware learning, where
the network refines input features across multiple runs until the merging of primitives stabilizes. The

advancements made in LCGP for chemical diagram parsing can also be adapted for mathematical

84
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formulas, and this will be discussed in Chapter

The chemical visual parser introduced here recognizes molecules from raster images (pixel-based).
Similar to the born-digital parser, ChemScraper, described in Chapter [3] the visual parser operates
in a compiler-style multi-step architecture, starting with (1) primitive identification and progressing

through (2) wvisible diagram structure recovery to (3) chemical structure generation.

The chemical visual parser starts by creating line-shaped contour primitives from a raster image that
over-segment lines and characters. Just as for the born-digital parser, the visual parser creates a
visual graph providing an explicit correspondence between an input image and recognized structure.
The same tokenization and molecular graph generation steps used for the born-digital parser are
then performed to produce the final molecular graph, which can be converted into formats like
SMILES and CDXML for chemical applications. The LCGP network, based on a ResNet backbone,
uses discrete attention mechanisms and dynamically updates classifier inputs with refined primitive

contours during recurrent runs.

Both LGAP and LCGP benefit from taking a divide-and-conquer approach, with structure recov-
ery in mathematical formulas driven by LOS-based neighbors, and molecular diagrams processed
through overlapping windows. The parsers are evaluated using adjacency matrix-based metrics
for graph comparisons, providing detailed insights into recognition errors. For chemical diagrams,
we also employ SMILES-based evaluation to report structural differences missed by graph-based

methods.

In summary, this chapter demonstrates the evolution from QD-GGA to LGAP for math parsing,
and the transition from LGAP to LCGP for chemical diagram parsing. These parsers exemplify
the potential of graph-based methods for extracting meaningful structure from visual data and
offer avenues for future extensions. The methods introduced here set the stage for developing more
unified parsing systems that can seamlessly handle both math and chemical structures from raw

images.

4.1 The Parsing Model - LGAP and LCGP

In this section, we provide an in-depth overview of two parsing models, LGAP [114] and LCGP
[112], both designed for visual parsing tasks but with specific adaptations for math formulas and
chemical diagrams, respectively. By examining each model across their various components, we

aim to clarify their similarities and differences in detail. Both LGAP and LCGP share a common
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backbone and parsing strategy, grounded in the use of line-of-sight (LOS) features and multi-task
neural networks, but diverge in their feature representations, input handling, constraints, and post-
processing steps. The progression from QD-GGA to LGAP for math parsing, and subsequently from
LGAP to LCGP for parsing chemical diagrams, reflects targeted improvements to accommodate the

unique requirements of each domain.

LGAP (Line-of-Sight Graph Attention Parser) is an MST-based parser designed to improve
mathematical formula parsing. Evolving from the QD-GGA model, LGAP enhances parsing accu-
racy by incorporating line-of-sight (LOS) context not only in constructing input graphs but also in
supplementing visual features through neighboring primitives. This additional context helps cap-
ture local relationships between symbols, which are essential for accurate formula parsing. LGAP
also addresses the QD-GGA model’s spatial information loss by employing spatial pyramidal pool-
ing [44] rather than isolated average pooling. This preserves critical spatial features, especially
useful in recognizing complex math expressions with hierarchical structures like superscripts and
subscripts. Furthermore, LGAP corrects limitations in representing punctuation, which previously
relied on ‘PUNC’ edges between adjacent symbols. In many cases, the line-of-sight between parent
symbols at left and punctuation marks at right, such as *.” or ‘,” is blocked by other symbols, causing

removal of a ground truth edge in the graph.

LCGP (Line-of-Sight Chemical Graph Parser) is a multi-task neural network adapted from
LGAP to parse chemical diagrams from raster images. While LGAP was tailored to the demands of
math formulas, LCGP extends this approach to handle the complexities of molecular structures. Like
LGAP, LCGP utilizes LOS-based features but modifies its feature representations, input processing,
and constraints to reflect the distinct requirements of chemical diagrams. The model constructs
visual structure graphs for molecular diagrams by classifying individual queries — line primitives and
relationships through multi-task queries, similar to LGAP, but with modifications to accommodate
chemical structures. The parser is trained using our ground truth representation for raster images
illustrated in the previous chapter . Also, another additional strategy is used in LCGP for
formulas that contain MERGE edges. We use two versions of the input: (1) with no labels, relations,
or MERGE edges defined (i.e., raw primitive input), and (2) with no labels or relations, but all ground-
truth MERGE edges provided. This allows the model to learn more quickly how to classify symbols

and relationships from whole objects rather than their parts.

While LGAP and LCGP both build visual structure graphs, LCGP’s focus on chemical diagrams
necessitates further processing beyond MST-based restructuring. Compared to the born-digital

parser, LCGP uses line primitives to replace the first stage of the pipeline in Figure while
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Figure 4.1: Parsing a Raster Image of Nitrobenzene (CgH; NOz). Line contours are extracted as
primitives, over which a pruned LOS graph is built. At top-right, four node and four edge queries
are shown, at bottom-left their classification tensors (rows: queries, columns: classes). (Q)uery and
(C)ontext features enter an SE-ResNext block. Two-layer Multi-Layer Perceptrons (MLPs) estimate
probabilities for symbol, segmentation (MERGE), and relationship (CONNECTED) probabilities.
Merges are applied (e.g., for ‘N’), with symbol/relationship probabilities averaged across primitives.
The model runs recurrently, updating queries and their contexts until no new merges are found

(e.g., two passes for this example).

LCGP replaces the second and third stage up to step 3(b) to produce a visual graph ( restructured

MST). The remaining tokenization and semantic analysis steps (steps 3(c) and 4) are unchanged.

Through the evolution from QD-GGA to LGAP for math formulas, and further to LCGP for chem-
ical diagrams, this section presents a unified parsing approach that adapts well across domains
by building on a shared LOS-based parsing model and progressively refining feature and structural
adaptations specific to each task. We delve into the parsing model by examining its key components,
including the inputs and outputs, feature representations, and the multi-task CNN-based classifica-
tion framework used for both LGAP and LCGP. We then explain how the models transform input
graphs into output structures, specifically, a Symbol Layout Tree (SLT) for math formulas and a
molecular graph for chemical diagrams. Each subsection will highlight how LGAP and LCGP ad-
dress their domain-specific requirements while building on a shared foundation. Both models were

implemented in PyTorch, with Python’s NetworkX library facilitating graph representations and
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Edmonds’ algorithm to obtain MSTs/SLTs, where relevant. The open-source implementations for
LGAP and LCGP are available for further development and research.lﬂ

4.1.1 Inputs

In both LGAP and LCGP, the initial input to the parsing model is a Line-of-Sight (LOS) graph
constructed from visual primitives. This LOS graph effectively prunes edges between primitives
by connecting only those pairs where an unobstructed line can be drawn from the center of one
primitive to a point on the convex hull of another |71]. This approach helps reduce the number of
edges while retaining essential spatial relationships, which is crucial for efficiency in graph-based

parsing.

In LGAP for mathematical formulas, the input primitives are either handwritten strokes or con-
nected components (CCs) from typeset images (see Figure . A handwritten stroke is represented
by a list of 2D (x,y) coordinates obtained from sampled positions of a pen, trackpad, or other touch
device. When parsing online handwritten formulas, our input is a graph over strokes images: strokes
are individually rendered using their stroke coordinates. For typeset formulas, connected compo-
nents derived from binarized formula images act as input primitives. For both handwritten and

typeset formulas, we assume that primitives (stroke images or CCs) belong to exactly one symbol.

An initial complete graph is created with edges between every pair of primitives, but only LOS
edges remain after pruning as suggested by Hu et al. [52]. This selective LOS graph [28], as shown
in Figure [4.4] reduces the space of output graphs and number of classification decisions needed by
eliminating irrelevant connections with few deletions of pertinent edges [52|. It focuses the model on
key relationships—such as the relationship between a fraction line and ‘2’—Dby removing unnecessary
edges from ‘2’. Figure all edges between the ‘2’ and other CCs other than the fraction line are

pruned.

In LCGP for molecular diagrams, the input consists of line primitives obtained from rasterized
molecular images, which often include lines, curves, and character components. Connections and
merges exist only between nearby primitives in molecular diagrams, as reflected by our use of
MSTs in the born-digital parser. Similar to LGAP, LCGP starts with a complete graph of visual
primitives and then applies LOS constraints to retain edges only between directly visible primitives.
An additional step here involves limiting each primitive’s LOS connections to its k = 6 nearest

neighbors to accommodate a four bond constraint in molecular diagrams — there can be at most 4

'LGAP/LCGP open-source implementation: https://gitlab.com/dprl/lgap-parser
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lines or characters in a bond; we choose 6 neighbors to accommodate over-segmentation in visual
primitives, such as when bond lines or characters may be broken into multiple segments. This
adjustment ensures that the model remains focused on relevant local interactions, particularly in

cases of over-segmentation.

Modified Punctuation Relationship in Ground Truth SLTs (LGAP). Mahdavi et al. |71]
added a new spatial relationship called PUNC' in the InftyMCCDB—ﬂ dataset, for distinguishing
horizontal relationships with punctuation sybmols from other horizontal relationships to make their
visual features more consistent and thereby identifiable. However, this modification can lead to
missing ground truth punctuation edges in the input LOS graph, often when a symbol has a subscript
and is followed by a punctuation symbol on its writing line. This happens since there is good chance
that the line of sight between the parent symbol and the punctuation is blocked by one or more
primitives between them, usually a large subscript. For the example in Figure the ground
truth edge between the symbols ‘7z’ and ‘COMMA’ is blocked by the primitives corresponding
to ‘i’. Here the PUNC' relationship will be missed, due to the missing edge in the input LOS
graph representation. Additional heuristics in LPGA [71] modify the LOS graph to add missing

punctuation based on angles and relative sizes of symbols, which are not very robust.

To address this issue, we modified the assigned parent node for PUNC' edges as shown in Figure [4.2
Instead of the original parent, which may be far left on the writing line and/or blocked in the LOS
graph, we assign the PUNC parent node to the symbol immediately at left of the punctuation
symbol. This modification ensures all PUNC' edges are included in input LOS graphs. This also
improves training/learning, as relationships between PUNC' parent and child nodes using more
consistent visual features (see Section [£.2).

4.1.2 Features

In both LGAP and LCGP, we develop feature representations based on the line-of-sight (LOS)
context, with each model using unique strategies to improve accuracy and efficiency in parsing

mathematical formulas and chemical diagrams.

In LGAP, for formula images, we extract CC contours by first smoothing them and then sampling
contours to produce trace points. For handwritten formula images, trace points are already available.
These trace points are interpolated, normalized, and scaled to a height of 64 pixels while preserving

the aspect ratio: this results in formula images with a fixed height but varying width. The full

*https://www.cs.rit.edu/~dprl/data/InftyMCCDB-2.zip
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Figure 4.2: Modifed puncutation (PUNC) ground truth representation. The old PUNC edge is
shown using red dashed arrows, and its corresponding new edge is shown with solid orange arrows.
The original PUNC' edge between nodes ‘z” and ‘COMMA’ is missing in the LOS graph, as can be

seen in Figure

normalized formula image is fed into a CNN encoder backbone to compute the global visual features,

and points on sampled contours are used to construct the LOS input graph (described below).

Input regions are processed to produce binary attention masks created for input queries correspond-

ing to individual primitives (nodes) or primitive pairs sharing an edge in the LOS graph. Binary
masks for directed edges between primitive pairs are concatenated with the binary mask for the
parent primitive, to increase identifiability and thus classification accuracy [72]|. Query binary masks
filter the CNN global feature map, providing focus on image regions pertinent for three classifica-
tion tasks: (1) masking individual CC/strokes for symbol classification (for nodes), and masking

CC/stroke pairs for (2) segmentation and (3) spatial relationship classification (for directed edges).

We introduce an additional binary LOS mask, which consists of a binary sum (OR) of the query
mask with the binary mask of all neighboring primitives in the LOS graph (see Figure . These
additional LOS binary masks serves to provide visual spatial context information from the neighbors
in the LOS graph. As for primitive and primitive pair binary masks, LOS masks are downsampled
and weight the global feature map produced by the encoder in order to focus on the relevant parts

of the input image for the three classification tasks (symbols, segments, relationships).

However, a significant limitation in LGAP is that these binary masks often have sparse information
due to the large image size relative to the localized regions with active pixels. Only the query
primitives or primitive pairs contribute active pixels within the full formula image, resulting in
a high proportion of zero-valued pixels. This sparsity limits the network’s ability to generalize

meaningful patterns efficiently and can lead to suboptimal feature representations.

In LCGP, we addressed these limitations by shifting to a more compact and context-focused fea-
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Figure 4.3: Binary attention masks in LGAP. The input primitive query mask (represented here
by the base of the letter ‘i’) and its corresponding LOS masks are used to generate the attention
masks by performing element-wise multiplication with the global feature map. The two attention
masks are concatenated to get the node feature vector that is utilized for symbol classification. Note
that the same process is applied to the primitive pair binary masks and LOS mask to generate the

primitive pair feature vector for classifying directed edges.

ture representation. Instead of processing entire formula windows, visual features are created by
drawing line primitive contours directly into 28 x 28 binary images for (1) individual primitives
(node queries), (2) primitive pairs (edge queries), and (3) context images containing the k = 6
nearest neighbors centered around each query (one per node/edge query). This approach signifi-
cantly reduces the amount of zero-padding and allows each primitive or pair to be tightly centered,
minimizing irrelevant areas and focusing the network on the actual region of interest. This setup
is similar to the MNIST digit classification task , where the network processes compact, cen-
tered images of individual symbols, which aligns well with LCGP’s symbol classification task and

improves the network’s ability to recognize symbols accurately.

LCGP’s fixed-size feature vectors eliminate the variable-width issue in LGAP, where varying formula
widths made batch processing inefficient and required extensive packing. With uniformly-sized

28 x 28 feature maps, LCGP achieves efficient batch processing, allowing for better generalization and
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Figure 4.4: LGAP formula parsing example. A complete graph over input primitives (here, CCs)
is pruned, sub-images corresponding to CCs and CC LOS edges are given symbol, merge/split, and
spatial relationship class distributions. Based on merge/split probabilities primitives are merged
into symbols (here, for the ‘i’), and finally an SLT is produced from remaining spatial relationship
edge by extracting a directed MST (arrows omitted for legibility). Symbol and relationship class

probabilities are averaged when merging primitives into symbols.

reduced memory requirements. Additionally, the queries are shuffled throughout the dataset—even
across formulas—treating each query as independent. This strategy promotes robust learning, as the

network processes a diverse set of primitives and primitive pairs across different formula contexts.

In summary, LCGP enhances the feature representation by focusing on tightly-cropped query and
context images, reducing sparsity, and optimizing for batch efficiency. These features are compact
yet effective, capturing essential information while reducing noise, resulting in a more efficient and

accurate parsing approach compared to LGAP.

4.1.3 Multi-Task CNN for Classifying Primitives and Primitive Pairs

In this subsection, we delve into the multi-task CNN architecture used for classifying primitives

and primitive pairs in both mathematical formulas and chemical diagrams. The goal is to segment
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symbols, classify their types, and determine the spatial or structural relationships between them.
The evolution from QD-GGA to LGAP and subsequently to LCGP highlights the enhancements
made in contextual feature extraction, attention mechanisms, and efficient processing. This section
will describe how the CNN model processes visual features derived from input primitives and their
pairs, performing symbol classification for individual primitives and segmentation and relationship
classification for primitive pairs. Through this approach, the model captures both local details
and contextual information, enabling accurate parsing of visual structures within mathematical and

chemical diagrams.

The LGAP model evolved from the end-to-end trainable multi-task learning model, QD-GGA |72,
focusing on parsing mathematical formulas through improved attention mechanisms and feature uti-
lization. In LGAP, image features for primitives and edges within the Line-of-Sight (LOS) graph
are extracted using a CNN architecture, facilitating the classification of three primary tasks: sym-
bol segmentation (detection), symbol classification, and spatial relationship classification. This
multi-task learning framework builds upon the QD-GGA model, where the estimated probability
distributions for each classification task are stored in three adjacency matrices defined over the LOS
graph. Symbol classification probabilities for primitives are represented along the LOS adjacency
matrix diagonal, and merge/split and spatial relationship probabilities are represented for directed

LOS edges in off-diagonal entries, as seen at top-right in Figure [4.4

The CNN contains an SE-ResNext backbone [49,/138| used to compute a global feature map from
the input formula image along with attention modules to produce attention relevance maps from
the binary masks described in the previous Section. The SE-ResNext backbone and the attention
modules are trained concurrently using a combined cross entropy loss function for all three classifi-
cation tasks. Attention modules are used to produce 2D relevance maps from the 2D binary masks
for nodes, edges and LOS neighbors separately by convolving them through 3 convolutional blocks,
trained for each task, where each block has 3 kernels of size 7 x 7, 5 x 5, and 5 x 5 |72].

For this work, we modified the QD-GGA SE-ResNext encoder by reducing the number of output
channels from 512 to 256, to reduce the number of parameters requiring training. This results in
a 256-dimensional feature vector for symbol classification, and two 512-dimensional feature vectors

for segmentation and relation classification, respectively.

In LCGP, we introduce enhancements to address some limitations in LGAP and better adapt the
model for chemical diagram parsing. Unlike LGAP, LCGP does not generate a global feature map
for the entire formula image, nor does it use separate attention modules to produce relevance maps.

Instead, each query and its context are represented by independent, fixed-size 28 x28 binary images,
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which significantly reduces the proportion of zero-valued pixels and centers the focus on relevant
primitives. This approach eliminates the sparsity and variability of the input image sizes present in

LGAP, allowing for more compact and effective feature extraction.

In LCGP, query and context images are passed separately through the same SE-ResNext backbone.
This backbone generates 32 feature maps for each 28x28 input. We further refine the architecture
by replacing the large 7x7 convolutional kernel with a smaller 3x3 kernel, applying a stride of 1 and
using same padding, while removing the first maxpool layer to preserve more detailed features since
input images are already small. Note that the number of output channels is further reduced from
256 in LGAP to 32 in LCGP, reflecting the improved feature representation and reducing model

complexity without compromising accuracy.

By treating each query independently and shuffling queries across the dataset, LCGP achieves
robust learning while maintaining uniform and efficient processing through fixed-size features. This
approach, inspired by the MNIST-like classification of primitives [60|, allows LCGP to maintain

local context while focusing on critical elements for parsing.

Spatial Pyramidal Pooling and 1-D Context Module.

Average pooling uses a single average activation value to represent the convolutional response in
a region [2]. Without the use of windowing within an input image, a large amount of important
spatial information is lost during average pooling. Jose et al. [54] use a pyramidal pooling method,
which integrates spatial information into the feature vectors, producing more compact and location
invariant feature vectors. He et al. |44] introduced the spatial pyramid pooling (SPP) strategy
for deep CNNs by adopting the widely used spatial pyramid matching (SPM) strategy [58]. SPP
captures spatial information by pooling features within equal-sized regions of the feature map for
increasing numbers of sub-regions, forming a pyramid of overlapping sub-regions (e.g., whole image,
left-right, top-down, 3 horizontal regions, etc.). SPP is used to capture spatial information across
multiple horizontal and vertical regions, providing more spatial information and lower variance in

features.

For LGAP, we use 5 levels with 11 regions in pooling outputs: this includes 1 full feature map,
2 vertical bins, 3 vertical bins, 2 horizontal bins, and 3 horizontal bins. To reduce the growth in
parameters due to increasing pooling regions from 1 to 11, we also reduce the number of output
channels in the SE-ResNext encoder from 512 to 64 (a factor of 8). The resulting node and edge
feature vectors have lengths of 704 (i.e., 64 x 11) and 1408 (i.e., 128 x 11), respectively. With the
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new LOS attention masks, the feature lengths are 1408 (i.e., 704 x 2) and 2816 (i.e., 1408 x 2)
respectively. The edge features have an additional factor of 2 due to the concatenation of parent

primitive attention masks, as mentioned earlier.

1-D Context Module in LGAP. The weighted feature maps are pooled to produce feature vec-
tors. A ‘1D context’ module then performs a 1-by-3 convolution along the sequence of query feature
vectors used as classification input [72]. The convolution aggregates features from the previous
(i — 1) and next (i + 1) query in input order for the i? query. In the input, queries are spatially
sorted top-down, left-right by the top-left coordinate of a query’s bounding box. Feature vectors
are passed to one of three fully-connected output layers for three classification tasks: segmentation
and relationships (edges), and symbol classification (nodes). We also examine removing the 1-by-3
convolutional context module, since its notion of neighbor is not based directly on spatial proximity
as discussed earlier (see Section .

For LCGP, feature maps are average pooled in 7 pyramidal regions (image, 3 vertical, 3 hori-
zontal). The final query visual features are the pooled convolution responses for a node/edge and
its associated context (i.e., qu||cy, or gel|ce). For 32 features maps with 7 average-pooled regions,
the query and context images produce 2 x 224 = 448 features. We add three positional encodings
to query vectors in the form of bounding boxes (BBs) (Zmin, Ymins Tmaz, Ymaz) With coordinates

normalized to be percentages of width/height:

1. Query BB relative to the formula window
2. Query BB relative to the context window

3. Context window BB relative to the formula

For edge queries we use the combined primitive pair position as the query position. Adding these
three BBs each query vector contains 448 + (3 x 4) = 460 features. Dropout is applied for regular-
ization (rate of 10%).

1-D Context REMOVED in LCGP. A key improvement in LCGP is the elimination of the 1D
context module, which was used in LGAP for aggregating local context along a query sequence.
This removal is justified because LCGP already achieves context-aware representations through
the use of tightly cropped query and context images and the inherent spatial pooling mechanism
within the SE-ResNext backbone. Additionally, removing the 1D context module simplifies the

architecture, reduces computational overhead, and allows for direct input of query and context
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feature vectors into linear layers for classification tasks. This change leads to more efficient and

consistent processing without compromising the model’s ability to capture relevant context.

Multi-Task Cross Entropy Loss Function and Training.

In both LGAP and LCGP models, we utilize a multi-task learning approach, applying a cross
entropy (CE) loss function with a softmax activation for each classification task. This approach,
originally used in QD-GGA |72, combines losses for symbol segmentation, symbol classification,

and relationship classification.

For LGAP, the data instances correspond to individual formulas, where each formula contains N
nodes (primitives such as strokes or connected components) and E edges (between primitives in the

line-of-sight graph). The total loss for a formula is computed as:

§(N,E)= > CE(n,S)+» (CE(e,D)+ CE(e, R)), (4.1)
neN ecE
where D denotes segmentation ground truth edge labels, R denotes relationship ground truth edge
labels, and S represents the ground truth symbol labels for primitives (nodes). The loss is optimized
per formula, ensuring that the relationships within each formula are treated as a coherent unit. For
backpropagation, the Adam optimizer is used with a learning rate of 0.0005, momentum parameters
B1 =10.9 and £y = 0.999, and a weight decay (L2 regularization) of 0.1.

For LCGP, the data instances differ in that they consist of independently shuffled queries for nodes
(primitives) and edges (primitive pairs). Unlike LGAP, where the total loss is computed for each
formula, LCGP computes the total loss over batches of independent queries, making it more robust
by allowing shuffling across the entire dataset, including different formulas within the dataset. The

total loss for a batch of queries is computed as:

X(QnQ) = 3 Xsla)+ Y. (Xar(ae) + Xelae)) (4.2)

n€Qn 7e€Qe
where Xg, X7, and X¢ are the cross entropy losses given the correct target response vectors
(1-hot) and softmax distributions for (S)ymbol classification, primitive (M)ERGE, and primitive
(C)ONNECTED outputs, respectively. Here, @, represents the set of node queries (primitives) and
Q. represents the set of edge queries (primitive pairs) within a given batch. Random over-sampling
of node and edge queries is employed to balance positive and negative examples, particularly for

MERGE and CONNECTED edges, ensuring equal numbers of positive and negative samples.
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Figure 4.5: Parsing Nitrobenzene (CgH5NO3) from a raster image (a). (b) Visual primitives.
The N is split into 3 lines. (c¢) Visual Graph extracted from visual parser. (d) Tokenized Visual
Graph with merged nodes (bonds and named groups). (e¢) Molecular Graph. Blue nodes show
the primitives of N merged into a character (c¢) and double bonds and atom/group names in (d)
and (e). In (e) orange nodes are ‘hidden’ carbon atoms, and single/double bonds are converted

from nodes to edges.

Node and edge queries are processed together in batches, with a batch size of 64. The Adam
optimizer is used for backpropagation with a learning rate of 0.0005, 5 values of (0.9, 0.999), and
no weight decay. This batch-based approach improves model robustness by diversifying the context

and increasing generalization through the shuffling of queries across different formulas.

4.1.4 Parsing: Transforming Input Graphs into Output Graphs

The transformation of input graphs into output graphs represents a critical step in both mathe-
matical formula parsing and chemical diagram recognition. This process involves interpreting node
and edge classifications to build meaningful structures that represent the underlying content. For
LGAP, the focus is on constructing a directed Symbol Layout Tree (SLT) from connected com-

ponents or strokes representing mathematical symbols and their spatial relationships. In contrast,
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LCGP constructs a tokenized visual graph for chemical diagrams by merging and connecting prim-
itives such as atoms, bonds, and other graphical elements. Both approaches utilize a line-of-sight
(LOS) graph as a foundational representation, but differ in how they transform this input graph
into their respective output structures. While LGAP relies on a directed Maximum Spanning Tree
(MST) approach with specific constraints, LCGP employs a more flexible pruning strategy with
recurrence to handle the cyclic nature of chemical diagrams. The following section outlines the

methodologies for each model.

In LGAP, after the LOS graph for mathematical formulas is constructed with nodes representing
primitives (e.g., connected components or strokes) and edges representing spatial relationships, the
multi-task CNN model assigns class probability distributions to each node and edge. The model
handles three main tasks: symbol detection (segmentation), symbol classification, and spatial re-
lationship classification across 207 symbol classes (including digits, Latin and Greek characters,
trigonometric variables, fraction lines, etc.), nine relationship classes (e.g., horizontal, right sub-
script, right superscript, under, upper, punctuation, no relation), and two primitive merge classes

(merge/split decisions).

The parsing begins by merging all LOS segmentation edges with a higher probability of being clas-
sified as MERGE rather than SPLIT. This effectively merges all connected components over primitives
in the resulting segmentation graph into symbols. For the example in Figure [1.4] primitives cor-
responding to the symbol ‘i’ are merged into a single symbol node, along with their corresponding

relationship edges. For merged primitives, symbol and relationship probabilities are averaged.

To construct a Symbol Layout Tree (SLT) representing the hierarchical structure of a formula,
we apply Edmond’s arborescence algorithm [38] to produce a directed Maximum Spanning Tree
(MST). The MST maximizes the sum of relationship probabilities in selected directed edges, where
the highest-probability relationship is chosen for each edge. To avoid duplicate edges with the same
spatial relationship from one parent symbol to multiple child symbols, we enforce a constraint that
a parent symbol may have at most one edge per relationship type (e.g., to prevent having two
horizontal relationships from one symbol to two symbols at right). We replace edges that duplicate
a relationship by removing the lower-probability edge, and replacing the lower probability edge’s
label with its next-highest relationship class probability, and then rebuild the MST, repeating until

this unique relationship constraint is satisfied.

Figure [£.4] shows how a complete graph over primitives is constrained and annotated with classi-
fication probabilities in stages, producing an SLT as output [155]. There are bidirectional edges

between strokes or CCs belonging to the same symbol, with the edge label matching the symbol
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class. Spatial relationships are represented by directed labeled with their spatial relationship type.
Relation types include Horizontal, Rsub (right subscript), Rsup (right superscript), Upper, Under,
and PUNC (for punctuation).

In LCGP, the approach is adapted for parsing chemical diagrams. Similar to LGAP, LCGP
utilizes a multi-task neural network to assign class probabilities, but operates with a different set
of classes. As seen in Figure [I.1] node and edge queries are classified using three two-layer multi-
layer perceptrons (MLPs): 71 node symbol classes, including chemical elements (characters), digits,
straight lines, charges (+,-), parenthesis, etc.), two edge primitive merge classes (MERGE and SPLIT),
and two edge primitive connection classes (CONNECTED and NOT_CONNECTED). For each classification,
a hidden linear layer (512 units) is fully connected to the class output layer. For node queries the
Unlike LGAP, the final graph structure for chemical diagrams is not constrained to be a tree, so

Edmonds’ algorithm is not applied. Instead, the parser employs a simpler edge pruning strategy.

Classification outputs guide the merging of primitives into symbols and establish connections be-
tween symbols. The LCGP parser uses a recurrent execution strategy to iteratively refine symbol

segmentation.

Recurrent Execution in LCGP

The parser segments symbols bottom up from input primitives, updating query and context images
during recurrent execution. Execution is performed recurrently until edge queries classified as MERGE
with probability > 0.5 are unchanged from the previous pass (i.e., a fixed point is reached). On
a recurrent execution, query images, context images, and positional encodings are all updated for

merged primitives. Merges are identified by connected components along MERGE edges.

Note that this is not a conventional recurrent neural network (RNN) where a state vector is updated
across executions. Instead, we simply update input features directly as the segmentation changes.
For example, an N broken into three primitives may be merged in the second pass to produce
three node queries containing all three primitives. This allows the N to be classified in a single
query, rather than in three parts within the first iteration. Here the query images are identical for
each merged primitive, but note the context image for the primitives will differ because they are
centered on the original input primitive associated with each query. This addresses class imbalance

by representing multi-primitive symbols multiple times, each with a slightly different context image.

Recurrent execution stops when no change in MERGE decisions is identified. Edges identified with a
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probability of being CONNECTED > 0.5 are selected; any edges not selected for MERGE or CONNECTED
are removed. Symbol and relationship probabilities are then computed by averaging them across

primitives in segmented symbols and their connections.

This simpler, less constrained approach avoids the complexities of Edmonds’ algorithm and is well-

suited for chemical diagrams, where cyclic graph structures may be present.

After constructing the final tokenized visual graph, the graph undergoes a transformation to a
chemical graph using the same deterministic steps described in Stage 4 of the born-digital parser
outlined in Chapter 3] This process, known as semantic analysis, maps the visual syntax of the graph
into a structured chemical representation. The semantic analysis stage includes identifying hidden
elements such as carbon atoms at line intersections and mapping structures represented solely by
name to their corresponding molecular subgraphs. For instance, names like NOs are replaced by
subgraphs that contain one nitrogen and two oxygen atoms connected to a hidden carbon atom.
This step ensures that the output graph accurately captures the chemical structure beyond what is

visually represented, creating a molecular graph for downstream applications.

4.2 Evaluation and Results

This section evaluates the proposed LGAP and LCGP models on math and chemical datasets
respectively. It explores the effects of modifications to punctuation relationship representations,
changes to CNN architectures, and improvements in visual feature representations for mathematical
formula parsing using the LGAP model. We also present initial benchmarking and analysis of the
LCGP model on chemical diagram datasets. The evaluation focuses on measuring recognition
accuracy, computational efficiency, and identifying areas for further improvement. This section is
divided into two parts: the evaluation of the LGAP model for mathematical formula images and

the evaluation of the LCGP model for chemical diagrams.

4.2.1 Evaluation of Math Formula Recognition (LGAP)

In this section, we evaluate the LGAP model’s performance on mathematical formula images using
a well-defined dataset, and rigorous evaluation metrics to measure the model’s effectiveness and

accuracy in parsing mathematical expression images.
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Dataset. We use InftyMCCDB-27] a modified version of InftyCDB-2 [120]. The dataset contains
binary images for isolated formulas from scanned articles, with formulas containing matrices and
grids removed. The training set has 12,551 formulas, and the test set contains 6830 formulas. The
dataset includes 207 symbol classes, and 9 relationship classes: Horizontal, Rsub (right subscript),
Rsup (right superscript), Lsub (left subscript), Lsup (left superscript), Upper, Under, PUNC (for
punctuation), and NoRelation (see Figure . The training and test sets have approximately the

same distribution of symbol classes and relation classes.

Evalation Metrics. We report expression recognition rates for (1) Structure: unlabeled SLTs with
correct nodes (CC groups for symbols) and edges (for relationships), and (2) labeled SLTs where
symbol classes and relationship types must also be correct. For a finer-grained analysis, we also
report detection and classification F-scores for symbols and relationships using the LgEval library
originally developed for the CROHME handwritten formula recognition competitions [85|. F-scores
are the harmonic mean of recall and precision for the detection of target symbols and relationships
(2RP / (R+P)). We report both: (1) detection f-scores: quantify properly detected/segmented CC
groups for symbols, and the presence of an edge (relationship) between two properly segmented
symbols, and (2) detection + classification f-scores: here a symbol or relationship is correct if has

been detected correctly and assigned the correct symbol or relationship label.

Implementation Details. Experiments were run on two servers and two desktop machines, all
with hard drives (HDD):

1. 2 x GTX 1080 Ti GPUs (12GB), 8-core i7-9700KF (3.6 GHz), 32 GB RAM
2. 2 x GTX 1080 Ti GPUs (12GB), 12-core i7-8700K (3.7 GHz), 32 GB RAM
3. 4 x RTX 2080 Ti (12GB), 32-core Xeon E5-2667 v4 (3.2 GHz), 512 GB RAM

4. A40 (48GB), 64-core Xeon Gold 6326 (2.9 GHz), 256 GB RAM

Effect of Modifying the PUNC Relationship in Ground Truth

As described in Section [.I.1} we adjusted the ground truth representation for punctuation rela-
tionships to better capture spatial nuances and correct labeling issues. Specifically, this involved

redefining how punctuation was represented relative to neighboring symbols to minimize ambiguity.

3https://www.cs.rit.edu/~dprl/data/InftyMCCDB-2.zip
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Table 4.1: Effect of modifying PUNC relationship representation for InftyMCCDB-2. F1 and

expression rate metrics are defined in Section

Symbol (F1) Relation (F1) Expression Rate

Detect +Class Detect +Class | Structure +Class
Original relationships 98.23 95.21 94.63 94.28 89.21 81.77
Modified PUNC 98.22 95.23 94.93 94.56 90.45 83.00

Table 4.2: Effect of LGAP Spatial Pyramidal Pooling (SPP) and 1D context module. Feature vector

sizes given as (node-size, edge-size). Modified PUNC representation used

Feature Vectors

Symbol (F1)

Relation (F'1)

Expression Rate

PooL Si1ZES 1D-cONTEXT Detect +Class Detect +Class | Structure +Class
Avg 64,128 True 96.99 90.24 91.18 90.62 85.58 66.41
SPP-Avg 704,1408 True 98.30 95.25 94.50 94.09 88.64 80.78
Avg 64,128 False 89.84 34.68 67.68 65.23 64.32 17.57
SPP-Avg 704,1408 False 95.64 87.55 86.16 84.49 77.76 68.80

This change led to a 1.23% improvement in the formula recognition rate (Structure + Classifica-
tion), as shown in Table . The outputs were generated using a reduced encoder architecture with
256 channels and a context module, as detailed in Section [£.1.3] Error analysis with the confHist
tool in the LgEval library confirmed that the revised representation more accurately identified and

labeled punctuation relationships that were previously missed or misclassified.

Enhancing Visual Features: SPP and Increased LOS Context

To further improve feature representation, we introduced modifications in feature extraction using
Spatial Pyramidal Pooling (SPP) and incorporated context by using additional LOS (line-of-sight)
neighbors, as described in Sections and [4.1.3] These changes aimed to capture richer spatial
Our

experiments evaluated whether these adjustments led to improved recognition accuracy across the

information and enhance context sensitivity for improved classification and segmentation.

three tasks, including symbol detection, segmentation, and relationship classification.

Spatial Pyramidal Pooling. Table shows that when the 1D context module is used, the
formula recognition rate improves 14.37% after replacing average pooling by spatial pyramidal
pooling (first two rows in Table . This difference in expression rate increases dramatically to
51.23% when the context module is removed (last two rows in Table . These results suggest
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Table 4.3: Effect of Adding LOS Neighborhood Masks to LGAP SPP-Avg Model. Original ground
truth used (without PUNC modification)

Feature Vectors Symbol (F1) Relation (F1) Expression Rate
LOS Sizés  1D-CONTEXT Detect +Class Detect +Class Structure +Class
False 704,1408 True 97.96 94.48 94.36 93.89 88.70 78.90
True 1408,2816 True 98.32 95.66 94.85 94.35 89.27 83.27
False 256,512 True 98.23 95.21 94.63 94.28 89.21 81.77
True 512,1024 True 98.39 95.49 94.85 94.46 89.36 81.89
False 256,512 False 95.16 83.78 86.48 85.22 79.72 65.26
True 512,1024 False 95.40 85.97 86.27 85.07 80.23 70.09

that spatial pyramidal pooling greatly improves visual features, allowing us to obtain recognition
rates close to the QD-GGA model with 256 encoder channels using only 64 encoder channels.
However, removing the 1-D context module reduces the expression rate using the new SPP features
by 13.17%, and the original single-region average pooling features reduces dramatically (48.83%).

This demonstrates that the new SPP features are beneficial, and shows the importance of context.

Adding LOS Context through Neighborhood Embeddings. Next we evaluate the impact of
including additional LOS neighbors in selecting image regions for queries in the attention modules,
as outlined in Section We hypothesized that incorporating the context from LOS neighbors
would reduce ambiguity for visually similar symbols/relationships. Experiments were performed
using both the 64-channel encoder output with spatial pyramidal pooling (using 11 bins, resulting
a feature vector of lengths 1408 and 2816 (when LOS context is used), as well as the original
256-channel output with average pooling and the original representation. We also investigated
the effect of using LOS masks when the context module was removed. The results in Table [1.3]
show improvements in recognition rates at the symbol, relation, and formula levels when LOS
neighborhood masks are used. Further, the expression rate accuracy is increased 2.49% over the
best SPP model in Table [£.2]

Error Analysis.

An error analysis using the confHist tool in LgEval on our best performing model (LOS context,
spatial pyramidal pooling, and 1D context; second row in Table [4.3)) reveals the majority of symbol
classification errors occur between visually similar symbols, such as (i, 7), (m,n), (I,1), (o, a), and

(LeftParanthesis, Vertical), in decreasing order of frequency. This highlights needed improvements in
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Table 4.4: Benchmarking MST-based Parsing Models on InftyMCCDB-2

Symbols Relationships Formulas
MST Model
Detect. +Class Detect. +Class | Structure +Class
LGAP (this paper) 98.32 95.66 94.85 94.35 89.27 83.27
QD-GGA 98.50 94.54 94.43 93.96 87.77 76.72
LPGARF 99.34 98.51 97.83 97.56 93.81 90.06
LPGAcNN 99.35 98.95 97.97 97.74 93.37 90.89

local visual features for symbols. For relationships, the most frequent errors are missing relationship
edges in wide formulas containing a large number of symbols. This type of error can be attributed
to the preprocessing step used for inputs: with the height of all formulas fixed at 64 pixels and
the aspect ratio preserved, image resolution is noticeably reduced for wide formulas. This leads
to features extracted from low-resolution input images being used to locate spatial relationships

between connected components for very wide formulas.

We also note that expression rates are influenced by small changes in symbol and relationship recog-
nition accuracy, which may amplify expression rates differences between conditions. For example, if
a formula has just one symbol or relationship wrong, it is not counted as correct in the expression

rate.

Benchmarking MST-Based Math Parsers

As seen in the previous experiments, the LGAP model that obtained the highest expression rate
used a combination of Spatial Pyramidal Pooling, line-of-sight attention masks, and a modified
punctuation representation in ground truth. We next benchmark this best LGAP model against
previous MST-based visual parsers applied to InftyMCCDB-2. Results are presented in Table [£.4]
Performance for LGAP relative to the QD-GGA model it extends is better in every metric, aside
from a very small decrease in symbol detection F1 (-0.18%). The expression rate has increased 6.55%
over QD-GGA. Unfortunately, performance is weaker than the LPGA models, with an expression
rate that is 7.62% lower.

Despite LGAP’s slightly weaker performance than LPGA |71|, the LGAP offers substantial benefits
in speed and efficiency. The encoder and attention modules are trained end-to-end on a joint loss
for multiple tasks in a single feed-forward pass, making the training and execution process much
faster than LPGA. Running on a desktop system with two GTX 1080 Ti GPUs (12GB), an 8-core
i7-9700KF processor (3.6 GHz) and 32 GB RAM, LGAP requires 25 minutes per epoch to train on
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12,551 training images and 11 minutes, 12 seconds to process the 6,830 test formula images (98.4

ms per formula).

Opportunties for further improvements include improving context usage through graph neural net-
works, as well as more sophisticated graph-based attention models to replace the current 1D context
module from QD-GGA.

4.2.2 Evaluation of Chemical Diagram Recognition (LCGP)

In this section, we evaluate the performance of our Line-of-Sight Chemical Graph Parser (LCGP)
for recognizing chemical diagrams from raster images. The evaluation covers datasets used, met-
rics employed, benchmarking against existing methods, and analyses of strengths, limitations, and
areas for improvement. This analysis focuses on demonstrating LCGP’s ability to extract accurate
molecular structure graphs and highlights the impact of training data limitations and structural

diversity on recognition outcomes.

Dataset. We generate our own visual parser training data for LCGP. We use 5000 molecules
(46 unique SMILES characters) extracted from PubChenyf!| prepared by the MolScribe team [100].
For benchmarking, we use the USPTO synthetic dataset with 5,719 PNG images generated by the
Indigo toolkit from SMILES strings (37 unique SMILES characters) [101].

Additionally, as described in Chapter [3] we generate annotated visual graph data for training our
visual parser that recognizes from raster images. This comprises 3,416 label graph files from the
original pool of 5,000 molecules sourced from PubChem that could be accurately converted into exact
SMILES strings. Errors include 240 diagrams mis-recognized from valid visual primitives by the
born-digital parser, and 1,344 diagrams with errors produced in primitive extraction, alignment, and
converting visual graphs to SMILES strings. This training dataset includes molecules represented
by 32 unique symbol classes. A limitation that there are test set symbols that are missing in this
training set. For the USPTO dataset 4 symbols are absent (1, a, D, b), from CLEF 26 symbols
are absent (including *, R, X, 0), and from the UoB dataset 2 symbols are missing (:, 0).

Evaluation Metrics. For evaluating the performance of the chemical diagram recognition system
using LCGP, we rely primarily on SMILES-based metrics. The primary benchmark is the Ezact
SMILES Match metric, which measures the accuracy of the recognized molecular structure by

comparing the generated SMILES string with the ground truth string, both after canonicalization.

“https://pubchem.ncbi.nlm.nih.gov
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This provides a direct measure of how accurately the chemical structures are reconstructed from

raster images.

In addition, we perform error analysis using confHist on the graph representation, which helps
identify and categorize common types of recognition errors in terms of symbol and relationship
classifications within the visual structure graphs. However, it is important to note that graph-based
evaluation metrics were not directly applied to the visual parser in this study. Instead, the emphasis
was on understanding structural errors and classification performance in the context of chemical

diagram recognition.

Implementation/Systems. The ChemScraper visual parser (LCGP) is implemented in Python
using the PyTorch, networkx (graphs), numpy, mr4mp (map-reduce) libraries. visual parsing pipelines
are Python-based, along with the visual line primitive extractor. Experiments for the visual parser
were run on an Ubuntu 20.04 server with hard drives (HDD), an A40 (48GB) GPU, a 64-core Xeon
Gold 6326 (2.9 GHz), and 256 GB RAM.

Benchmarking Chemical Parsers

For the synthetic USPTO dataset, our visual parser trained using outputs from our born-digital
parser, obtains a recognition rate of 85.02%. While this rate is lower than that seen for transformer-
based methods like MolScribe [100| and rule-based methods such as MolVec and OSRA [41], this
result still demonstrates potential. Notably, MolScribe is trained on 1.68 million examples with
various chemical structure-based and image-based augmentations, and employs a SWIN transformer
model with 88 million parameters. In contrast, our visual parser was trained on a much smaller
dataset of 3,416 annotated images, without augmentation, and using a simpler SE-ResNeXt model
with 4 million parameters. Despite these differences, our parser outperforms SWIN-OCSR [146],

which also uses a SWIN transformer but is trained on 4.5 million molecules.

We have omitted results for the real datasets (CLEF and UoB) due to limitations in our initial
training dataset, which is missing symbols from these sets and it trained using a single set of Indigo
rendering parameters as mentioned earlier. This first training set does not adequately capture the
diverse styles and structural variations seen in the non-synthetic data sets. We will address this
in future work. We will note here however, that the visual line primitives extracted from the real

images are accurate.

We conducted training runs on the Pubchem dataset, which consisted of queries for 3,416 molecules
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in three forms: primitives, whole symbols, and symbols detected during training. FEach epoch
averaged 155.6 minutes, with the model completing 19 epochs in about 49 hours. This training
time is notably shorter than other systems, such as DECIMER [103], which required 27 days to
converge on 15 million structures, demonstrating efficiency with fewer data to achieve comparable

results.

However, testing on the synthetic USPTO dataset (5,719 molecules) took 18.6 hours (11.74 secs/-
molecule), which is slower compared to systems like MolGrapher |79] and OCMR [134] that process
a single molecule in less than a second. The slow inference time is due to inefficiencies in our first
implementation. In particular, re-assembling query outputs for formulas and writing visual graphs

are currently slower than they could be. Future versions will accelerate these components.

Error Analysis

For molecular diagrams produced by the visual parser for USPTO, symbols including different
characters, numbers, and wedges are often misclassified as Single bonds. This is mainly due to
class imbalance in the training data that predominantly features Single lines (roughly 70% of
symbols in training are single lines). Errors also include incorrect segmentations, particularly for
characters like N, H that are frequently over-segmented. This is also likely due to their rarity in
the training data. Additionally, relationship errors, notably missed connections between lines and
characters, are comparatively more common due to the predominance of line-line connections over

line-character connections.

The class imbalance in symbols and relationships, especially the predominance of the Single class
and line-line connections, highlights the need for better recognition of less frequent classes to improve
the parser’s performance on diverse molecular structures. Additionally, the training set does not
include all symbols present in the test sets, which impacts the parser’s ability to accurately recognize
and interpret a full range of molecular symbols. Addressing this imbalance and coverage is important

for future enhancements.

4.3 Summary

In this chapter, we introduced the Line-of-Sight with Graph Attention Parser (LGAP) for parsing

mathematical formulas from typeset images and its extension, the Line-of-Sight Chemical Graph



CHAPTER 4. VISUAL PARSING (IMAGES) 108

Parser (LCGP) model for chemical diagrams. LGAP builds on and improves the MST-based QD-
GGA parser through enhanced visual feature representations, incorporating line-of-sight neighbor-
hoods and spatial pyramidal pooling (SPP) for better spatial context capture. Additionally, we
modified ground truth representations of spatial relationships connecting punctuation with parent
symbols in Symbol Layout Trees (SLTs). These enhancements enabled a more comprehensive con-
text representation, minimized spatial information loss compared to single-region average pooling
used in QD-GGA, and preserved valid punctuation relationships that might otherwise have been

pruned.

The LCGP model extends LGAP to parse chemical diagrams from raster images, leveraging anno-
tated visual graph data from our born-digital parser for robust training. LCGP enhances feature
representation by directly drawing line primitives into fixed-size 28 x 28 binary images, improving
focus and reducing noise. Tightly cropped context images provide more precise visual context,
while a recurrent multi-task neural network iteratively refines symbol segmentation and classifica-
tion, handling over-segmentation more effectively. The model outputs molecular structure graphs in
CDXML, compatible with tools like ChemDraw and Marvin, and easily convertible to other formats
such as SMILES, MOL, and InChl. These advancements make LCGP more adaptable to complex

chemical structure recognition and a versatile framework for broader visual parsing tasks.

Our experiments demonstrated the effectiveness of LGAP and LCGP in addressing complex vi-
sual parsing tasks for both math and chemical structures. LGAP showed improvements in parsing
mathematical formulas with enhanced context usage, while LCGP demonstrated potential in pars-
ing chemical diagrams using graph-based representations. However, limitations remain, including
handling noisy images and the need for improved generalization of the visual parser for real-world
data.

Limitations of our approach include:

1. The images evaluated were limited to relatively clean vector and rasterized-vector images
generated from a single rendering model (Indigo). Real-world applications, including noisy
scanned documents, would require adaptations in primitive extraction, annotation strategies,

and parser designs.

2. The initial implementation of the visual parser for chemical diagrams is slower in inference
and struggles with generalization due to limited class coverage and variability in the training
dataset.
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In the next chapter (Chapter |5]), we address RQ2 and RQ3 by systematically studying the effect of
input graph representations and contextual interaction mechanisms in visual parsing. We compare
different graph representations across math and chemical domains, analyzing trade-offs in edge re-
call, precision, and expression coverage. We also introduce different improvements in visual features,
including a better backbone encoder architecture. Finally, we develop an edge-aware graph atten-
tion mechanism (EGATV2) that integrates multi-hop message passing and task-level interaction,

enabling joint updates of node and edge representations for improved parsing accuracy.



Chapter 5

Input Graph Representations and

Context

Accurate parsing of structured visual notations such as mathematical formulas and chemical dia-
grams requires understanding not only the appearance of individual visual primitives but also their
spatial and relational context. In graph-based parsing frameworks, this context is modeled via a
structured input graph, where nodes represent over-segmented visual primitives and edges repre-
sent hypothesized relationships. The design of this input graph is critical: it constrains the space

of learnable structures and determines the scope of relational reasoning the model can perform.

In this chapter, we address two central research questions related to graph-based input and context
modeling. First, we address RQ2, which investigates the effectiveness of different input graph
representations in enabling accurate parsing for both math and chemical domains. Prior work
by Hu et al. [51] emphasized the importance of achieving high edge recall while maintaining low
graph density to balance structural completeness and learning efficiency. Motivated by this, we
evaluate multiple graph topologies including complete graphs, line-of-sight (LOS) graphs [52], and
k-nearest neighbor (KNN) graphs [39], and propose domain-specific graph representations that
attain a balance between high expression coverage and sparsity. We also partly address RQ1 by
introducing an efficient and robust method for extracting visual line primitives from raster chemical

diagrams, which effectively separates over-segmented components.

Second, we address RQ3, which studies the role of attention-based mechanisms and intermediate

predictions in modeling contextual dependencies across tasks. Inspired by Mahdavi et al. [72],

110
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who discussed the possible benefits of using task interaction through class distribution vectors, we
propose a two-stage attention model that incorporates classification outputs with visual features
into graph attention to improve cross-task learning. To further enhance context aggregation, we
introduce a novel edge-aware graph attention architecture based on GATv2 [17]|, which supports

multi-hop message passing and jointly updates both node and edge embeddings.

5.1 Input Graph Representations (RQ2)

In our graph-based parsing framework, structure recognition is decomposed into three interrelated
stages: segmenting primitives into symbols, selecting edges to form a symbol layout graph or tree,
and classifying both the edges and associated symbol nodes. These stages are not strictly sequential;
they influence each other during training through shared representations and recurrent message
passing. Consequently, the design of the input graph representation becomes a critical factor in the
overall parsing performance. Importantly, the input graph serves as a hypothesis space for possible
relationships and defines which edges the model can classify. This graph is fixed before learning

and determines the connectivity constraints for downstream edge and node classification.

A well-constructed input graph should therefore contain all ground-truth edges (or as close to 100%
recall as possible), ensuring that the model is not structurally limited [51]. Near-perfect recall is
sufficient because extra edges can be corrected by learning to classify it as a NoRelation edge. But
missing edges are not recoverable, and they represent structural gaps that the model cannot fix. At
the same time, the number of invalid or extra edges should be minimized to avoid overwhelming
the model with irrelevant options, which increases computational cost and class imbalance during

learning.

5.1.1 Types of Graph Representations

To balance the concerns above, we investigate strategic pruning of edges, not present in the ground
truth graphs to reduce variance and improve computational efficiency while maintaining high recall.
Our goal is to identify graph types that maximize recall of true edges in the ground truth while
enabling effective learning. In both domains, each graph is constructed over a set of visual primitives,
which serve as the graph nodes. For mathematical formulas, primitives correspond to connected
components (CCs) obtained from binarized formula images. For chemical diagrams, primitives

are the over-segmented visual elements extracted through contour and line segment detection, as
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described in Section [3.4l

For analysis and evaluation, we operate on symbol-level nodes, as they are easier to interpret and
understand when comparing different graph representations. We consider three types of input
graphs: Complete, Line-of-Sight (LOS), and K-Nearest Neighbor (KNN), described below.

Complete Graphs. While complete graphs trivially ensure perfect recall by connecting every
pair of nodes, they introduce an overwhelming number of invalid edges. For an expression with
N symbols, a complete graph contains N(N — 1) directed edges. In contrast, the ground truth
edges for mathematical expressions, represented as trees in our parser, are limited to N — 1 edges
between the symbol objects. This results in a precision that is at best 1/N [51]. In the case of
chemical diagrams, the average number of ground truth edges is higher, 2.5N on an average in our

PubChem-5k dataset, but still significantly lower than the number of edges in a complete graph.

2.5

This yields an average precision of roughly 5.

For typical expressions with more than 10 symbols, these values correspond to a precision below
10% for math formulas and below 28% for chemical diagrams. Such low precision hampers both
inference and learning. The parser must evaluate a large number of irrelevant edges, increasing
computational cost, and must also learn under conditions of extreme class imbalance, where valid

edges are vastly outnumbered by invalid ones.

Line-of-Sight (LOS) Graphs. Line-of-sight (LOS) graphs select edges where visual primitives
(e.g., strokes, connected components, or contours) are mutually visible without obstruction [52,71,
72,|114]. This constraint has been widely used in math expression parsers such as Hu et al. [50],
LPGA [71], and QD-GGA [72]|. In these models, the final interpretation is selected as a maximum
spanning tree (MST) over the LOS graph hypotheses as described in Chapters [3| and

On average, LOS graphs contain approximately 4.5N directed edges per expression in the InftyMCDB-
2 (math) dataset and 14.8N directed edges per expression in the PubChem-5k (chemistry) dataset,

where N is the number of symbols. This leads to an approximate edge precision of % for math
formulas and 124.58]}[\7 ~ 0.169 for chemical diagrams. For typical expressions with more than 10

symbols, this results in a precision of roughly 20% in the math domain and 17% in the chemical

domain.
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K-Nearest Neighbor (KNN) Graphs. To balance completeness and computation, we pruned
the complete graph using a k-nearest neighbor strategy, ensuring coverage of all ground truth edges
while reducing edge count. In a K-Nearest Neighbor (KNN) graph [39], each visual primitive is
connected to its K closest neighboring primitives based on spatial distance. The spatial distance
is defined by the nearest end-point distances between the primitives. This structure ensures strong

local connectivity while keeping the overall graph sparse and computationally manageable.

For KNN graphs, we evaluate K = 2 and K = 6: lower values like K = 2 emphasize highly local
structure, while higher values such as K = 6 help capture ground-truth edges between primitives
that are slightly farther apart. These settings allow us to examine the trade-off between graph

sparsity and expression coverage, where all ground truth edges are present in a graph.

For the chemical domain (PubChem-5k), 2NN graphs yield approximately 2.8 N directed edges per

expression and achieve a edge precision of around % ~ 0.89. Increasing K to 6, the number of

edges increase to about 6N per expression, causing the precision to drop to around % ~ 0.42.
In the mathematical domain (InftyMCDB-2), 2NN graphs similarly result in about 2.3N edges per
expression and has a precision of %—‘1\1, ~ 0.39 for N = 10 symbols. 6NN graphs expand the edge

. . .. N—1 . o
set to approximately 5.2 edges per expression, and precision drops to 55 = 0.17 for N = 10

symbols.

5.1.2 Comparison and Analysis

We compare the three graph representations on both mathematical formulas and chemical diagrams
using our PubChem-5k dataset [112] for chemical diagrams and the InftyMCDB-2 dataset [114] for

math formulas.

We evaluate each graph type based on three criteria: edge recall, edge precision, edge F1 and

expression coverage rate. These metrics jointly characterize the suitability of a graph representa-

tion by balancing ground-truth structural coverage with input sparsity and complexity. All graph
representations use the same set of ground-truth nodes and their corresponding symbol labels. This

analysis focuses exclusively on the effect of graph connectivity (i.e., edge sets).

Edge recall is the proportion of ground-truth edges that are present in the input graph. It is
computed across all math expressions or chemical diagrams in the dataset. High recall is essential

to avoid unrecoverable parsing failures, since missing edges cannot be reconstructed in later stages
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in our parser.

# ground-truth edges in the input graph

Edge Recall % = x 100

# edges in the ground truth graph

Edge precision is the proportion of edges in the input graph belonging to true relationships.
Maintaining high precision reduces the number of invalid edges, lowering parser complexity and

mitigating the effects of class imbalance during edge classification.

# ground-truth edges in the input graph "

Edge Precision % = 100

# edges in the input graph

Edge F1 score is the harmonic mean of edge precision and recall, and provides a balanced

measure that penalizes both missed edges and false positives:

Edge F1 % = 2 x Precision x Recall

Precision + Recall

The harmonic mean prefers precision and recall values that are close to each other, with the F1

score reaching its maximum when precision equals recall.

Expression coverage rate. This measures the percentage of math expressions or chemical dia-
grams in the dataset in which all ground-truth edges are present in the input graph. This reflects
the upper bound on correct expressions under perfect node and edge classification for the input

graph representation, and serves as a global indicator of structural completeness in the input graph.

# expressions where all ground-truth edges are present « 100

Expression Coverage Rate % = , .
P g ’ # total expressions in the dataset

Analysis. Figure present a comparative evaluation of input graph representations—Complete,
LOS, 2NN, and 6NN—on the InftyMCDB-2 (math) and PubChem-5k (chemistry) training sets.
Each representation is assessed using the metrics: edge recall, precision, F1 score, and expression

coverage rate, along with the total number of candidate input edges.

Math formulas. For mathematical expressions, the LOS graph offers the best trade-off among the
evaluated representations. As shown in Figure it achieves near-perfect edge recall (99.66%),
high expression coverage (98.58%), and much higher precision (21.17%) than the complete graph

(4.83%). In contrast, while the complete graph achieves perfect recall and expression coverage,
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Figure 5.1: Comparison of input graph representations on the InftyMCDB-2 training set (a-b) for
math formulas and Pubchem-5k training set (c-d) for chemical diagrams. (a), (c): Number of
input (candidate) edges generated by each graph representation. Complete graphs produce the
highest number of edges, and 2NN graphs produce the lowest. (b), (d): Evaluation of each graph

representation using edge recall, precision, F'1, and expression coverage rate.

it suffers from extremely low precision due to an excessive number of candidate edges (over 1.7
million), as shown in Figure leading to increased computational cost and class imbalance

during training.

Compared to the KNN-based alternatives, the LOS graph also outperforms both 2NN and 6NN.
The 2NN graph achieves a recall of 78.72%, precision of 38.40%, F1 score of 51.62%, and expression
coverage rate of only 57.72%. While the 6NN graph improves recall to 96.97% and expression
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coverage to 89.91%, its precision drops to 17.43%, still lower than LOS, indicating a higher number
of spurious edges. 6NN graph uses slightly more total edges than the LOS graph, while still missing
long-range relationships essential to parsing mathematical structures. Overall, LOS achieves a more

favorable balance between coverage, recall, and precision for the math domain.

The suitability of LOS graphs for math stems from the nature of mathematical notation. Math
expressions often contain a wide variety of spatial relationships, such as Above, Below, Inside,
Subscript, and Superscript and include many long-range dependencies, especially in constructs
like fractions, square roots, and nested structures. These spatial layouts are not always well captured
by fixed-neighborhood KNN graphs, even with K = 6 primitives. In contrast, LOS graphs preserve
semantically meaningful spatial visibility relationships across variable distances, enabling more ac-
curate parsing of structurally complex formulas with fewer candidate edges. This is particularly
beneficial given the largely horizontal arrangement of math expressions, where key relationships
(e.g., between base symbols and superscripts or between operators and operands) often span long

horizontal or diagonal distances that are well captured by LOS.

Chemical diagrams. For chemical diagrams, the 6NN graph representation provides the most
effective and efficient structure. As seen in Figure it achieves perfect edge recall (100%) and
expression coverage rate (100%), with a substantially higher precision (41.82%) than the complete
(4.24%) and LOS (16.92%) graphs. It also generates fewer input edges than both LOS and complete
graphs, as seen in Figure [5.1c¢, making it more computationally efficient and less prone to false
positives. The 2NN graph achieves a lower recall of 86.82%, a high precision of 88.02%, F1 score
of 87.42%, but expression coverage rate of only 0.33%. Although the 2NN graph has the highest

precision, its low recall and poor expression coverage indicates many valid edges are missing.

Chemical diagrams are inherently local in structure: edges in our parser represent bonds or an-
notations between adjacent atom line primitives, with no long-range spatial relationships akin to
math. These connections are almost always between the nearest primitives, constrained by chemical
structure rules. Using 2NN graphs results in missed edges, since an atom can have up to four bonds,
and oversegmentation may split atoms into multiple line primitives, requiring a higher K to ensure
all necessary edges are present. The 6NN graph compensates for these omissions by providing a
broader local neighborhood, ensuring that chemically relevant connections, such as multi-bonded

atoms or split primitives are preserved while still controlling the number of candidate edges.
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Chosen representations. We use LOS input graph representations for math due to their ability
to model long-range and semantically meaningful spatial relationships with fewer spurious edges.
For chemistry, 6NN graphs offer the best balance of recall, precision, and input size by exploiting the
local nature of chemical structure diagrams. These choices align with domain-specific characteristics

and support the structural requirements of the parser.

5.1.3 Edge Type for Atom Number Annotations in Chemical Diagrams

Chemical diagrams often include atom number annotations that, in isolation, appear visually similar
to atom symbols, particularly digits. While these annotations appear similar to digits in the image,
they serve a different semantic role: indicating the atomic number of a particular atom within a
molecule. In the output chemical graph format (CDXML), such annotations are not represented as
independent nodes but are instead attributes associated with the parent atom nodes. Similarly,
the output SMILES string does not include atom numbers, since they are not part of the molecular

structure itself.

As a result, the visual parser must distinguish between digit symbols that represent atoms and
those that function as atom number annotations, so that post-processing can correctly incorporate
this information into the final graph representation. To support this, we introduce a new edge
type to explicitly encode the annotation relationship. Atom number annotations are represented
via a dedicated edge class, denoted as ANNOTATION, which links the digit node to the corresponding
parent atom node. The edge classification task is updated to distinguish among three edge types:

CONNECTION, NoRelation, and ANNOTATION.

5.2 Graph Attention and Task Interaction (RQ3)

This section addresses RQ3, which investigates whether incorporating edge-aware attention mecha-
nisms can improve graph-based parsing performance in visual recognition tasks. In Section we
first describe general improvements to the visual feature extraction pipeline that enhance the quality
of node and edge representations prior to graph-based reasoning. These refinements are applicable
across models and are not specific to graph attention. Notably, the improvements to visual primi-
tives also contribute toward RQ1, by providing more robust and consistent input representations

across math and chemical domains.
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We then introduce our edge-aware graph attention mechanism in Section [5.2.3] which extends
a standard GATv2 architecture to jointly update node and edge features using shared attention
mechanisms. Finally, in Section [5.2.4] we present a two-stage task interaction framework that
leverages intermediate classification outputs to guide further refinement through a second round of
graph attention, promoting information flow across tasks such as symbol classification, segmentation,

and relationship detection.

5.2.1 Common Feature Extraction Pipeline

In our earlier models, LGAP and LCGP used different strategies for visual feature construction
and multi-task CNN encoding, tailored to their respective target domains—math for LGAP and
chemical diagrams for LCGP (see Chapter . In LGAP, visual features were extracted from full
formula images using binary attention masks derived from connected component (CC) contours and
line-of-sight (LOS) neighborhoods. These binary masks were applied to a global CNN feature map
to isolate regions corresponding to query primitives or primitive pairs. However, this approach often
suffered from sparsity in the masks and inefficiencies due to large image sizes relative to localized

regions of interest.

In contrast, LCGP introduced several improvements by shifting to a contour-based representation
in which each primitive is drawn directly onto a fixed-size, resolution-normalized canvas. This local-
ized formulation reduces background noise, improves feature compactness, and enables independent

processing of queries using a shared SE-ResNeXt CNN encoder.

Building on the improvements introduced in LCGP, we now adopt a unified visual feature extraction
pipeline for both math and chemical domains. In our datasets, while chemical diagrams already
include contour-based primitives, mathematical formulas (InftyMCDB-2 dataset) provide connected
components (CCs) as the initial visual primitives. We extract contours from each CC in the math
dataset, aligning its representation with that of the chemical domain. Then, the same contour-based,
resolution-normalized primitive representations are used to construct features for both query and
context primitives, and these are passed through a shared multi-task CNN encoder backbone. This
unification eliminates the dependency on binary masking and large global crops used in LGAP,
simplifying the pipeline while improving consistency and data efficiency. With this change, the
underlying model and learning process become domain-agnostic, and the only remaining differences
across tasks are the input graph representations and domain-specific postprocessing steps, such as
maximum spanning tree (MST) extraction for math formulas and conversion of visual graph to

chemical graph for chemical diagrams.
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5.2.2 Visual Feature Improvements (RQ1)

To improve the quality of visual features used in our models, we adopted several refinements to
the extraction pipeline introduced in Chapter [4l These refinements include a more robust primitive
extraction method using the Line Segment Detector (LSD) for chemical diagrams, adoption of a
stronger visual backbone (ResNeSt [159]), evaluation of different input feature resolutions, and
tuning of spatial pooling configurations. Together, these changes provide a stronger foundation for

subsequent graph-based reasoning and multi-task learning.

Visual Primitives Refinement via Line Segment Detector (LSD)

Visual parsing of chemical diagrams and math formulas from raster images in real documents
presents unique challenges due to noisy rendering, over-segmented primitives, and overlapping com-
ponents. Our visual parser model can handle over-segmentation by merging primitives, but cannot
recover from under-segmentation. Under-segmentation occurs when distinct visual primitives are
merged into a single component (e.g., oxygen atom touching a bond line as shown in Figure ,
forcing the model to identify them as a single entity, introducing errors. Our visual primitive ex-
traction method, discussed in Chapter [3| uses polygon simplification, skeletal lines and geometric
transformations, which is effective in simplifying contours, but prone to the under-segmentation
issue. To resolve this, we introduce a refined primitive extraction method that combines Line Seg-
ment Detection (LSD) [131], geometric filtering, connected components analysis, and watershed

segmentation [130].

The Line Segment Detection (LSD) algorithm. LSD is a subpixel-accurate technique that
detects line segments by grouping aligned gradient responses in images. It is grounded in the

Helmbholtz principle [31,|32], which assumes that structures (like lines) are perceptually meaningful

only if their presence is unlikely to occur by chance. LSD formalizes this through the a contrario
validation framework, which quantifies how surprising a detected structure is under a background

noise model, allowing the method to control false detections without extensive threshold tuning.

Watershed Segmentation. To convert line detections into segmented primitive regions, we apply
the watershed algorithm based on the immersion simulation technique introduced by Vincent and
Soille [130]. In this method, grayscale images are treated as topographic surfaces, and segmentation

is simulated by immersing the surface in water: regional minima act as catchment basins (markers)
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Figure 5.2: Step-by-step illustration of the LSD-based visual primitive extraction pipeline in Al-
gorithm [I] (a) Input binary image I with 5 CCs, (b) Skeletonization produces medial axis lines
S Skeletomze([), (c) LSD is applied on the skeleton: Lyay < LSD(S) (d) CC analysis generates
watershed markers M, (e) Watershed algorithm is applied using these markers on the input grayscale
image: W < Watershed(Zgray, M), (f) Regions corresponding to long lines (identified via geometric
thresholding) are removed from W, (g) Over-segmented short fragments are merged using a second
CC analysis to get W/, (h) Long lines are reintroduced as distinct labeled regions to obtain the final

set of 6 primitives, P = W’ U Liong, where different colors indicate different primitive regions.

that flood outward, with boundaries (watershed lines) forming where water from distinct basins

meets. We use this to grow or fill regions from seed points for line segments detected by LSD.

Primitive Extraction Algorithm. The complete pipeline for the visual primitive extraction is
described in Algorithm |1} We first apply skeletonization [164] to the input image, which removes
pixels from object borders in iterative passes until only thin, one-pixel-wide structures remain,
preserving the shape topology of the original objects. Then LSD is applied to the output medial
axis structures (skseletonized image). Each detected line is shortened to break connections be-
tween closely spaced endpoints, ensuring clean separation for connected component (CC) analysis,
required for watershed marker generation. These shortened lines are drawn onto a blank canvas,
and connected components are computed to serve as markers for watershed segmentation. The
watershed transform, based on immersion simulation [130|, propagates labels from these markers

across the binary image gradient surface, resulting in oversegmented primitive regions.
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Algorithm 1 Primitive Extraction using LSD and Watershed Segmentation
Input: Binary input image I of size H x W

Output: Segmented primitive map P

1: (Skeletonization) Compute skeleton image S < Skeletonize(I)
2: (Line Detection via LSD) Apply LSD to S to obtain line segments Lyay < LSD(.S)

3: (Preprocessing: Line Shortening and Long Line Identification)

4: (i) Initialize empty list of shortened lines L < () and set of long line midpoints Liong <— 0
5: (ii) Compute image diagonal D < v/H2 + W?2 and threshold 7 < 0.01 - D

6: (iii) Shorten lines and add long line midpoints:

7 for each raw line [ € L, do

8: Represent [ as segment with endpoints (x1,y1) and (z2, y2)

9: Shorten [ at both ends by 5 pixels to get I’

10: Append I to L

11: if length(!’) > 7 then

12: Add midpoint m; of I to Liong

13:

14: (Marker Generation) Generate markers for watershed segmentation

15: (1) Initialize blank canvas C of same size as [

16: (ii) Draw all shortened lines L onto C

17: (iii) Compute CCs on C' to obtain marker map M with unique integer labels
18:

19: (Watershed Segmentation)

20: (i) Convert I to 3-channel grayscale image Igray
21: (ii) Apply watershed segmentation: W < Watershed(Igray, M)
22:

23: (Refine Oversegmentations and Final Map Construction)

24: (i) Remove long lines from W to isolate only oversegmented fragments:
25: for each m; € Liong do

26: Lookup the watershed label at the midpoint: id; <— W (my)
27: Remove all pixels in W assigned to id;

28: (ii) Apply connected components to the updated W to obtain W’

29: (ili) Draw long lines from Liong into W’ with unique new region IDs
30:

31: return Final primitives P = W' U Liong

To refine this oversegmentation, long lines are detected using a relative length threshold based on
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Figure 5.3: Examples of query (left) and context (right) features (centered around query) rendered
at different input resolutions. At lower resolutions, (a) 28 x 28), primitives in context features
become difficult to identify visually. As resolution increases up to (d) 64 x 64), the primitives

become more distinct.

the diagonal of the image (see Algortihm and removed from the initial watershed map. Connected
components are then applied to merge fragmented glyphs, and the removed long lines are added
back as distinct labeled regions. As illustrated in Figure this refinement enhances parsing
inputs by addressing both over- and under-segmentation. It preserves all structurally relevant
primitives, including touching or overlapping strokes. This method can also be applied to typeset
or handwritten mathematical formulas to obtain consistent visual primitives for parsing; however,

we leave that for future work.

We examine the effect of two architectural components on parsing accuracy and robustness: the
size of input feature patches extracted for each primitive, and the configuration of spatial pyramidal

pooling (SPP) used within the feature extraction backbone.
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Input Feature Size and Spatial Pooling

Input feature size: query and context features. We conduct a grid search on the input
resolution of the cropped query and context images to evaluate how feature size impacts parsing
performance. This fixed input size determines the level of spatial and contextual information pre-
served in the representation. Smaller input sizes (e.g., 28 x 28) reduce memory usage and allow
efficient batch processing, but they limit the spatial resolution available to encode fine-grained de-
tails (see Figure . This issue becomes especially prominent in context features, where the canvas
includes both the query and its & = 6 nearest neighbors. At low resolutions, the contours of neigh-
boring primitives often overlap or become visually compressed, making their structure indistinct.
This impairs the model’s ability to distinguish between classes that depend on relative positioning

or local patterns.

Additionally, smaller feature maps may lose surrounding context that is useful for differentiating
visually similar symbols. For example, short line segments can be confused with the digit ‘1’,
and adjacent bond lines may occlude or distort atom symbols in chemical diagrams. Conversely,
increasing the feature size provides more pixels per contour, reduces overlap in context patches,
and allows the network to retain spatial cues that aid in classification under both clean and noisy
conditions. However, larger input sizes also introduce trade-offs as they increase computational and

memory overhead.

Number of spatial pyramidal pooling regions. As described in Section in Chapter [
to enhance spatial generalization and facilitate scale-invariant feature learning, we incorporate a
Spatial Pyramidal Pooling (SPP) layer |44] after the final convolutional feature map. SPP aggregates
features over multiple spatial subdivisions of the input, enabling the network to encode both fine-

grained and global spatial structure without requiring a fixed input size for the entire network.

One of the motivations for using SPP was to address confusion between visually similar symbols that
differ in orientation or spatial arrangement. For example, symbols such as W and M, or j and i, can
appear visually ambiguous when their relative spatial features are not well preserved in the feature
representation. By pooling features across structured horizontal and vertical regions, SPP helps
retain positional information and provides a spatial signature that improves discrimination between
such cases. This spatial encoding is especially beneficial in cluttered diagrams, where primitives
often appear in close proximity, and subtle orientation or layout differences are important for correct

classification.
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In our previous models discussed in Section for LGAP, we used 5 levels with 11 regions in
pooling outputs: this included 1 full feature map, 2 vertical bins, 3 vertical bins, 2 horizontal bins,
and 3 horizontal bins. For LCGP, feature maps were average pooled in 7 pyramidal regions (image,
3 vertical, 3 horizontal). For the new models, we further explore additional SPP configurations with

different numbers of pooling regions, described in Section [5.3.3

Split-Attention (ResNeSt) Backbone

As described in Section [£:.1.3] the LCGP parser uses a shared CNN encoder to extract visual features
from contour-based image patches centered on query and context primitives. In our models, we em-
ployed a SE-ResNeXt-50 encoder |49], which had previously proven effective in formula parsing tasks.
This architecture builds upon a sequence of advancements: ResNet [46] introduced residual connec-
tions to improve gradient flow in deep networks; ResNeXt [138] added the concept of cardinality by
dividing convolutional transformations into multiple parallel branches to improve representational
power without significantly increasing computational cost; and SE-ResNeXt [49] extended this by
adding Squeeze-and-Excitation (SE) blocks that adaptively reweight channel responses based on

global context.

While SE-ResNeXt successfully models what feature channels are important, it still lacks the ability

to model where in space those features occur, limiting its effectiveness in tasks involving dense

local structure, such as symbol parsing or distinguishing between closely spaced primitives. This
motivated our transition to a more expressive backbone, ResNeSt [159]. It adds spatial awareness
to channel attention through split-attention blocks that extend the capabilities of SE-ResNeXt by
incorporating attention across channels as well as across multiple spatial partitions within each
group of convolutions. This allows the network to learn both what (channel attention) and where
(spatial attention within groups) to emphasize. This makes it particularly suitable for structured
visual recognition tasks such as symbol classification, segmentation, and relationship detection in

both mathematical and chemical diagrams.

Adaptation for Primitive-Centric Inputs. The original ResNeSt-50 model was designed for
full-scale RGB images of size 224 x 224, which is excessive for the small grayscale, binary contour
patches used in our parsing framework (32 x 32 or 64 x 64). Moreover, aggressive downsampling
and high channel count in the initial layers in the original architecture can lead to loss of spatial
resolution and detail, which are critical for parsing tasks. To make ResNeSt compatible with our

task, we implement several architecture-level adaptations:
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¢ Reduced output dimensionality: The number of output channels is reduced from 1024
to 32 to match the capacity of prior SE-ResNeXt backbones used in formula parsing and to

reduce parameter count.

¢ Removed max pooling: Max pooling operations in early layers are removed to preserve

spatial resolution, preventing excessive downsampling of small input patches.

¢ Reduced convolution stride: Stride of 1 is used in the initial convolution layers (instead

of 2) to maintain spatial granularity.

Efficiency and Representational Capacity. Despite its architectural enhancements, the mod-
ified ResNeSt remains lightweight. As shown in Table our reduced ResNeSt variant contains
approximately 64% of the parameters of SE-ResNeXt-50, nearly half the size, but can offer im-
proved expressiveness through its combination of spatial and channel attention mechanisms. We
also leverage pretrained weights for the ResNeSt layers, which further enhances learning efficiency

and convergence stability.

Table 5.1: Model parameter counts for visual backbone encoders.

Model # Trainable Parameters
SE-ResNeXt-50 (baseline) 4,052,969
ResNeSt-50 (full) 27,373,896
ResNeSt-50 (reduced) 2,623,785

5.2.3 Edge-Aware Graph Attention with Multi-Hop Message Passing

Context plays a critical role in parsing structured visual notations, as the interpretation of symbols
and their relationships depends not only on individual features but also on surrounding elements.
In both mathematical and chemical domains, spatial arrangements and local structural patterns are
essential for accurately classifying symbols and identifying their relationships. To support structural
understanding in these diagrams, it is necessary to contextualize each symbol or relationship using
both its visual appearance and its position within the surrounding graph structure. In earlier
approaches, node and edge features were processed independently, limiting the model’s ability to

share contextual information across related components.

As discussed in Chapter [2) Graph Attention Networks (GATs) [129] offer a mechanism for incorpo-

rating local structure into node embeddings by computing attention weights between a node and
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its neighbors based on their feature similarity. This enables adaptive and data-driven aggregation
of information from a node’s neighborhood, enhancing local contextualization. However, standard
GAT architectures are limited in that they update only node representations using neighboring
node features, while completely ignoring edge features. This design is suboptimal for our multi-task
learning (MTL) setting, where edge-level predictions, such as spatial relationships in mathematical
formulas or chemical bonds and annotations in molecular diagrams, are primary objectives. A more
expressive architecture is needed that utilizes both nodes and edges as features to aggregate in the

graph and allows information to flow between them during message passing.

As discussed in Section recent models such as Graphormer [148|, Relational Transformer
(RT) [33], and the stroke-level graph model by Xie et al. |[139] demonstrate how edge features can
be effectively integrated into attention mechanisms. These methods encode edge information either
through explicit edge embeddings or by concatenating edge and node features within the attention
computation. This enables richer structural encoding by capturing not only node-level interactions

but also relational attributes such as connectivity and type.

Building on these insights, we propose a modified message-passing architecture based on GATv2 |17]
that incorporates edge features and supports joint node-edge interaction across multiple hops. Here,
multiple hops refer to iterative message-passing steps in which each node and edge representation
is updated by aggregating information not only from immediate neighbors but also from their ex-
tended neighborhood over successive layers, enabling the model to capture higher-order structural
dependencies in the graph. GATv2 enhances the original GAT formulation by making attention
computation dependent on both source and target node features, enabling more expressive contex-

tualization while maintaining computational efficiency, as outlined in Section

We extend this formulation to support bidirectional communication between nodes and edges.
Specifically, we augment the node update steps with edge-aware attention, and introduce a par-
allel edge update module in which edge embeddings are refined based on the representations of

their incident nodes.

Design. We refer to our adapted GATv2-based framework as Edge Graph Attention Network v2
(EGATv2). The EGATv2 module is applied at the end of the visual feature extraction pipeline,
immediately prior to task-specific classification heads. Input features for each node (f;) and edge

(f;;) are formed by pooling the outputs of the ResNeSt encoder and concatenating query (q) and
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Figure 5.4: EGATv2 mechanism for nodes. (a) Edge-aware attention mechanism: attention scores
ozg) are computed from a concatenation of node and edge query features (ql(.tfl),qg.tfl),qgfl)),
projected through a learnable matrix W and passed through a LeakyReLU nonlinearity. Softmax
normalization is performed over the two nearest neighbors (2NN) of each node: nodes i and j and
the edge ij. (b) Multi-hop node feature update for node 1 (‘z?): aggregates attention-weighted
messages from neighbors (top row): node 2 (base of ‘i’) and node 3 (dot of ¢i?), including itself
(node 1), and the two corresponding edges (bottom row): z — base of ‘i’ (12) and z — dot of

> (13), and itself (11) update its representation based on its attention score. After aggregation,
aggregated node and edge query features are combined with original query and context features via

concatenation to form the updated node embedding qg) for node 1 (¢z?).

context (c) features:

f;=q” @c”, q'” ¢! e RF (5.1)
f;=q) @cl), a, ¢ e RF (5.2)

Here, F' is the dimension of the feature vector. These inputs represent the initial (time step ¢ = 0)

features for message passing and are used as the foundation for subsequent multi-hop node and edge
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updates.

Our EGATV2 module operates solely on the query features, while the context features are con-
catenated later during classification. This design choice is motivated by implementation efficiency,
allowing the attention mechanism to operate on lower-dimensional inputs. The attention coefficients
ei; are computed using the concatenated node and edge query features (see Figure :

elf) = a LeakyReLU (W [o/ Y @V @ qV]), (5.3)

Here, a € RY is a learnable attention vector, W € RF'*3F ig a learnable projection matrix, and

LeakyReLU is the non-linear activation function.

The edge attention coefficients are normalized across each node’s two nearest neighbors (2NN(i)),
including itself, using a softmax function:

0
e 38
RO xple;) (5.4)

K ZkeQNN(i) eXP(ez(i?)

We aggregate only two nearest neighbors for each node (see Eq. , so that we capture local
context from the immediate neighbors, and the multiple hops during iterative message passing

captures wider context.

Aggregation via Message Passing. In the original GATv2, at message-passing step t, q;-wde’(t)
represents the aggregated node features for node 7, and qf;.lge’(t) represents the aggregated edge

features for edge ij. For our model,

q?ode,(t) _ Z O‘S‘)qug‘til) (55)
JE2NN(3)
q:,;ige,(t) _ Ozg-)Wqu_l) (5.6)

The attention coefficients ag-) determine how much influence neighboring elements should have

during the message-passing step. In Eq. each node ¢ aggregates information from its two

nearest neighbors j, with each neighbor’s contribution q(.tfl)

j
(*)

e This results in a context-aware representation g

linearly transformed by W, and
node,(t) that

weighted by its attention score « i

encodes node-level interactions.

Unlike standard GATv2, which typically considers all directly connected neighbors in the graph, our
formulation restricts message passing to the two nearest neighbors including itself (2NN(z)). This

choice is motivated by the domain-specific structure of our visual parsing tasks, where meaningful
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local context is typically limited to a small spatial neighborhood. For example, in a mathematical
expression, the symbol = (equal) typically occurs between its left and right operands, and in chemical
diagrams, a bond often connects just two nearby atoms. In both cases, interactions beyond the

immediate neighbors are less informative for local classification decisions.

In Eq. the edge feature ql(-;_l) from the previous time step is transformed by a separate pro-

jection W, and scaled by the same attention coefficient oY This enables the edge to update its

ij
representation q?;ige’(t) based on its relevance to the surrounding structure as determined by the

attention mechanism.

Although the attention coefficients are computed using both node and edge features, there is still
no interaction between the updated node and edge representations during the aggregation step
itself |141]. That is, the node features are updated solely based on neighboring node features, and
edge features are updated solely from their own previous states. To enable better interaction, we
introduce a fusion step where node and edge representations are concatenated after attention-based

aggregation, allowing mutual contextualization before classification.

Bidirectional Node—Edge Feature Aggregation. The bidirectional node-edge feature aggrega-
tion refers to the design in which both node and edge representations are iteratively updated using
information from each other during message passing. At each step, node embeddings are updated
using both neighboring node features and the features of incident edges, thereby capturing not only
symbol-level context but also the relationships those symbols participate in (see Figure . Con-
versely, edge embeddings are updated using the embeddings of their connected nodes, incorporating

contextual information from both endpoints into the relationship representation.

This mutual exchange of information allows the model to encode more structured representations.
Rather than treating node and edge tasks independently, the mechanism enables joint refinement
of features that accounts for both local visual patterns and the overall graph structure. This is
particularly important in symbolic domains like mathematics and chemistry, where meaning arises

from both the individual elements and their spatial connections.

»(t)

Specifically, for each node i, we compute an edge-derived feature qfdge by summing the attention-

weighted edge features q;ﬂge’(t_l) from its two nearest neighbors j € 2NN(7), as computed in Eq.
dge, (¢ dge,(t—1
< ge,(t) _ Z q;?jge( ) (5.7)
JE2NN(i)

(t)

This aggregated edge feature qjdge encodes structural signals from edges incident to node 7, com-
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plementing the node-level aggregation. The final node embedding is then formed by concatenating

the node- and edge-derived components:

qgt) _ q;lode,(t) ® qz}dge,(t) (58)

This formulation allows each node to be contextualized both by its neighboring nodes and the edges

it participates in, supporting richer structural awareness.

Next, we enhance the edge features by incorporating updated node information. Instead of averaging
the endpoint node embeddings, we compute separate scalar attention weights for each node to

determine its relative contribution to the edge representation.

For each edge ij, we compute individual attention weights Bft) and ﬁj(t) using a shared attention

function over the updated node features:

BY = o (aeTLeakyReLU (Weq‘?ode’(”)) (5.9)

)

g = o (aeTLeakyReLU (Weq;-mde’(t))) (5.10)

Here, W, € RF'*F and a, € R are learnable parameters, and o(-) denotes the sigmoid function

to ensure the attention weights lie in [0, 1].

The node-derived feature for edge ij is then computed as a weighted combination of the two node

embeddings:

rodet) Bi(t)q?ode,(t) n ﬂj(t) q;lode,(t) (5.11)
qz‘j - B(t) N B(t) .
7 J

This formulation allows the model to learn node-specific contributions to edge representations,

enabling asymmetric and context-aware information flow from nodes to edges. We then concatenate

this with the updated edge feature computed from the previous step:

1 d 5 d I
qZ(;) _ qi;) o(t) g qu ge,(t) (5.12)

After k message-passing steps, we obtain the final representations for nodes and edges by con-
catenating their original features with the contextualized representations produced by the EGATv2
module. Specifically, for each node i and edge ij, we concatenate the initial query and context

features with the updated aggregated features to produce vectors € R4,

Node:

node, (k) edge, (k)

£9) = g0 g ¢© g qnodei®) gy e (5.13)
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Edge:
(k) _ (0 (0) node, (k) dge, (k)
Here, qgk) and qz(f) include the fused outputs from the multi-hop attention-based aggregation steps,

which combine both node-derived and edge-derived information. As a result, each final feature
vector contains four components: the initial query feature, the context feature, and two aggregated

components.

This design enables the network to retain visual convolutional responses while incorporating struc-
tural and contextual dependencies extracted during message passing. Including the original query
and context vectors in the final embeddings serves a similar role to residual connections in deep
networks 46|, which preserves earlier stage information and provides a direct path for gradient flow

during training.

These enriched embeddings fi(k) and fi(f) are subsequently passed to task-specific classification heads:
a symbol classifier for node-level predictions, a segmentation classifier for identifying symbol merges,
and a relationship classifier for determining spatial or chemical connections between entities. This
architecture enables to incorporate both visual and structural context in graph-based parsing using
a GNN approach.

5.2.4 Two-Stage Graph Attention with Cross-Task Interaction

Existing works like QD-GGA [72| and our current parser models LGAP and LCGP [114] utilize
multi-task learning (MTL) to jointly optimize for symbol and relationship recognition tasks in
mathematical formulas and chemical diagrams. Similarly, joint learning approaches have been
applied to integrate keypoint detection and node (atom) classification tasks |79| for parsing chemical

diagrams.

As discussed in Chapter 2] (Section , MTL enhances model performance by leveraging shared
representations across related tasks, improving generalization, and reducing overfitting. Traditional
MTL frameworks often predict outputs for all tasks in a single pass, limiting their ability to exploit
inter-task relationships effectively. Recent works have demonstrated that iterative refinement, where
outputs from earlier task predictions are utilized in subsequent steps, can enhance task performance
by aligning features and promoting consistency between tasks. For instance, Xu et al. [142] employed
spatial attention to refine task outputs iteratively, while Zhang et al. [167| proposed a sequential

prediction method to propagate task-specific and cross-task information iteratively. MTI-Net |127]
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extended this concept further by modeling task interactions across multiple scales.

Building on these approaches, we propose incorporating graph attention (EGATv2) mechanisms
into our MTL framework to facilitate iterative refinement of task predictions. In this setup, initial
outputs from tasks such as segmentation, symbol classification, and relationship classification serve
as inputs to subsequent network iterations. These refined inputs are processed through EGATv2
attention layers to propagate enhanced task-specific and cross-task information effectively. For
example, segmentation predictions from the first iteration can guide symbol classification by high-
lighting relevant regions, while relationship detection outputs can refine segmentation by enforcing

spatial consistency between nodes and edges.

The graph attention mechanism in EGATvV2, described in the previous section, is utilized in this
iterative refinement process. It enables the model to dynamically adjust task predictions by identi-
fying relevant interactions between task-specific outputs and shared representations. By leveraging
these interactions, the proposed framework aims to achieve better alignment across tasks, leading
to improved accuracy in symbol and relationship classification and enhanced segmentation perfor-

mance.

Design. The proposed two-stage graph attention model extends the EGATv2 framework by in-
troducing a second stage of message passing that leverages the output distributions from the first
stage to facilitate cross-task interaction. In the first stage, the model is trained using visual features
alone, which outputs classification distributions for symbol (cs;), relationship (cr;j), and segmenta-
tion/merge (cm;;) tasks. These outputs are then used as inputs in the second stage to guide more

informed message passing.

In the second stage, we use the backbone and EGATv2 weights learned in the first stage, and forward

pass the classification outputs as input features alongside the original visual features.

Input Representation. For each node i, we construct a new feature vector by concatenating
(0)

the symbol classification distribution from the first stage cs;” € R% with the node query features

qgo) € R¥ to form a feature vector € RCs*F"

qgo) = csz(-o) ® q(o) (5.15)

%

Here, Cy is the number of symbol classes, and F' is the feature dimension of the original query

features.

For each edge 77, we concatenate the relationship classification distribution crl(-?) € R, segmenta-
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tion (merge) distribution cml(-;)) € R and the original edge query features q

feature vector € RCr+Cm+F.

(0)

i € R¥ to form a

(0)

=(0) _ () ©
ij

0
a,; = cr}; ©q) (5.16)

@b cm ij

Here, C) is the number of relationship classes and C), is the number of segmentation classes, which

is binary (merge or not merge) in our case, so C,, = 2.

(0)

1

(0)

These enhanced input vectors q; ’ and q;; are used in place of the original query features in the

second-stage EGATv2 module.

Aggregation via Message Passing. The second stage follows the same EGATv2 message-passing
procedure described previously (see Equations 5.12)), with the difference being the nature of

the input features and new trainable weights. Instead of using purely visual query features, we

now operate on enriched inputs: the node features 6150) = CSZ(O) @ ql(-o), and the edge features
(0 0 0 0
qgj) = crz(j) S5 cm(-) ©® qz(j),

ij as defined earlier, using same number of neighbors.

These enhanced representations encode both visual and task-specific class distributions from the

first stage and are propagated over k message-passing steps using the same attention-based updates

as before, which gives the aggregated node feature in RCs+¥":
") = es @ " (5.17)
and aggregated edge feature in RC+Cm+F:
flgf) = crg?) @ cmz(-;»c) & qg?) (5.18)

This formulation allows the model to learn interactions between node and edge features while

conditioning on task-relevant distributions, thereby enabling cross-task interaction and learning.

Final Embedding Construction. After k& message-passing steps, the final feature vectors are
constructed by combining the original classification distributions, original visual features, and the

aggregated outputs from the second-stage graph attention layers.
For nodes, a feature vector € R2sH4F is formed as follows:
k) @ q;edge,(k) (5.19>

Initial class, query, context = Updated class, node query, edge query

k) _ CSEO) @ q(0) @ CEO) o cs®) @ q?ode,(

7 7 A
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And for edges, a feature vector € R2Cr+2Cm+4F ig formed as follows:
fz.(f) = crg-)) & cmz(?) ® qg-)) @ CZ(?) ® crg»c) @ cmz(-f) @ q?;)de’(k) ) quge’(k)

Initial relationship, merge class, query, context  Updated relationship, merge class, node query, edge query

(5.20)

These final representations incorporate both raw and contextually refined information from multiple
tasks and are fed into task-specific fully connected layers to yield updated predictions for symbol
classification, segmentation (merge decisions), and relationship classification. This second-stage
formulation enables iterative refinement, as the final predictions are based on feature representa-
tions that are not only visually grounded but also shaped by interactions across tasks—symbol,

segmentation, and relationship recognition, through graph-based message passing.

5.3 Evaluation and Results

This section presents experiments evaluating the methods introduced in the preceding sections,
which includes evaluating the effectiveness of different visual feature refinements like ResNeSt back-

bone, and the evaluation of our EGATv2 module and the two-stage graph attention model.

We begin with a description of datasets, evaluation metrics, and implementation details. Subsequent
subsections report results for each method. Together, these evaluations demonstrate how different

components of our framework influence the parser effectiveness and efficiency.

5.3.1 Datasets and Evaluation Metrics

Datasets. We evaluate our models on both mathematical and chemical diagram datasets, consis-
tent with those introduced in Chapter [4

For mathematical formulas, we use the Infty MCDB-2 (typeset) dataset, consisting of 12,551 training
expressions and 6,830 test expressions, as previously described in Chapter[d Additional benchmark

results on other datasets, such as the CROHME dataset for handwritten expressions, are reported
in Chapter [6]

For chemical diagrams, we evaluate on datasets derived from the data generation pipeline described
in Chapter [3] Specifically, we use a curated set of 5,000 molecules from PubChem, prepared by the
MolScribe team [100]. Of these, 4,590 molecules rendered with Indigo are successfully converted
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into annotated label graphs using our born-digital parser. The remaining examples are excluded
due to errors: 240 stemming from the born-digital parsing step, and 170 due to failures in primitive
extraction, alignment, or conversion of visual graphs into SMILES strings. For testing, we use the
USPTO dataset, which contains 5,719 chemical diagrams in PNG format generated from SMILES
strings using the Indigo rendering toolkit. Both the training and test datasets are available onlineﬂ
For training, we use 80-20 split on the PubChem-5k training dataset, resulting in 3,672 training

and 918 validation examples.

For the chemistry dataset, we reduced the number of symbol classes to simplify the learning task and
delegate visually deterministic patterns to post-processing. Multi-line bond types, such as double,
triple, and hashed wedge bonds, were removed from the symbol classification label set. These bonds,
typically rendered as grouped of parallel lines, were instead inferred deterministically by grouping
parallel single bond lines after classification. This approach utilizes the rule-based method used
in the born-digital parser (Chapter [3) and reduced the number of symbol classes from 74 to 71.
We further excluded very rare visual elements—wave, circle, left parenthesis, and right parenthesis,
which did not appear in the PubChem-5k training set or any of the benchmark test sets (USPTO,
UOB, CLEF). The final label set used for training and evaluation included 67 symbol classes, better

aligning with the distribution of relevant categories in the chemical diagrams.

Evaluation Metrics. For both mathematical formula and chemical diagram parsing, we report
expression-level recognition rates for: (1) Structure, which evaluates whether the predicted graph
has the correct topology, including symbol segmentation and edge connectivity; and (2) Structure

+ Class, which further requires that both symbol and relationship labels are correctly predicted.

We also compute F1 scores for symbol and relationship prediction using the LgEval toolkit [85].
These are reported for both detection accuracy (correct region or edge presence) and detection
with classification (correct label assignment). The F1 score is calculated as the harmonic mean of

precision and recall.

For chemical diagrams, we additionally report the Fxact SMILES Match metric, which evaluates
whether the predicted molecule’s SMILES string, obtained by converting the predicted visual graph
and canonicalizing it, matches the ground truth exactly. This is commonly used in chemical diagram

recognition literature to compare and benchmark systems.

"https://cs.rit.edu/~dprl/data/chem/fullset/
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Table 5.2: Computing environments used for experiments.

Name GPU(s) CPU Memory oS

Desktop 1 2 x GTX 1080 Ti (12GB) Intel i7-9700KF (8-core, 3.6 GHz) 32 GB RAM Ubuntu 22.04
Desktop 2 2 x GTX 1080 Ti (12GB) Intel i7-8700K (12-core, 3.7 GHz) 32 GB RAM Ubuntu 24.04
Server 1 4 x RTX 2080 Ti (12GB)  Intel Xeon E5-2667 v4 (32-core, 3.2 GHz) 512 GB RAM  Ubuntu 22.04
Server 2 1 x A40 (48GB) Intel Xeon Gold 6326 (64-core, 2.9 GHz) 256 GB RAM  Ubuntu 24.04

RC Node 1 x A100 PCIe (40GB) Intel Xeon Gold 6150 (36-core, 2.7 GHz) 376 GB RAM RHEL 9.6

Table 5.3: Baseline configuration for math and chemistry experiments.

Control variables Math Chemistry
Symbol classes 207 67

Edge classes 9

Segmentation classes 2

Input primitives CCs Line primitives
Input graph LOS graph 6NN graph
Loss Cross-Entropy (CE)  Cross-Entropy (CE)

Implementation Details All models are implemented in Python using the PyTorch framework.
For the visual parser, additional dependencies include networkx for graph operations, numpy for
numerical routines, and mr4mp for map-reduce parallelism. Visual parsing pipelines and primitive

extraction components are fully implemented in Python.

Experiments were conducted across multiple computing environments, which is summarized in Ta-
ble The main experiments were run on two desktops and two servers, with the Research

Computing (RC) cluster node [93| used for a few experiments.

We use the Adam optimizer with a learning rate of 0.0005, 5 = (0.9,0.999), batch size of 64, and no
weight decay. Models were trained for up to 100 epochs with early stopping based on validation loss.
Specifically, training was halted if the total validation loss increased for more than five consecutive
epochs, and the best epoch was selected as the one just before this increase began. Batch updates

were performed using mixed node and edge queries sampled according to the strategy described in

Section [6.21

Baseline Model Configuration Table shows the baseline configuration used for all exper-
iments in both math and chemistry tasks. This setup defines consistent values for key variables
such as loss function, input graph representation, and number of classes for each task. We use this

configuration as a control to measure the effect of specific changes in the experiments that follow.
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Table 5.4: Training and inference performance metrics for InftyMCDB-2 (math) and Pubchem-5k
(chemistry) datasets on Server 1 using the baseline model configuration defined in Table .

Metric Math Chemistry

Dataset size (train/test) 12,551 / 6,830 4,590 / 5,719

Avg. input instances 55.27 345.23
(nodes + edges) per formula

Avg. training time per epoch 22.4 minutes 101.6 minutes

Inference time per formula 81 ms/formula 915 ms/molecule

Additional variables, such as feature size, number of pooling regions, backbone encoder, number
of hops and stages in EGATv2 are treated as independent variables and modified in isolation to

evaluate their impact on performance of the parser.

Training and Inference Performance. Table summarizes the training and inference per-
formance for our models on the math and chemistry datasets using Server 1 (see Table for server
details). While the training time per epoch for mathematical formulas is relatively low (22.4 min-
utes), training on chemical diagrams takes substantially longer (101.6 minutes). Similarly, inference
on math expressions is faster (81 ms/formula) compared to chemical diagrams (915 ms/molecule).
These differences are primarily due to the significantly larger number of input instances (i.e., nodes
and edges) in chemical graphs. On average, chemical molecules contain approximately six times
as many nodes and edges (345.23 instances) as mathematical formulas (55.27 instances), increasing

the computational load during both training and inference.

In the following sections, we present experiments addressing the methods introduced earlier.

5.3.2 Common Feature Extraction Pipeline

To assess the impact of adopting the contour-based primitive representation for mathematical for-
mulas, we conduct a comparative evaluation against the previous binary-masked approach used
in earlier versions of our math parsing models (LGAP), as described in Chapter The earlier
method used large formula-level crops with binary attention masks over CNN feature maps to iso-
late connected components (CCs) and their neighborhoods, which led to sparse feature maps and
inefficiencies in capturing localized details. In contrast, the updated approach applies the same

contour-based, resolution-normalized primitive canvas strategy originally developed for chemical

diagrams (Section [5.2.1]).
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Table 5.5: Effect of visual input primitives on parsing performance for mathematical formulas
(InftyMCCDB-2 test dataset).

Symbols Relationships Expressions

Input features
Detect. +Class Detect. +Class Structure +Class

Global pixel map and binary masks 98.32 95.66 94.85 94.35 89.27 83.27
Drawn contour-based primitives 98.95 96.83 95.96 95.13 90.32 84.55

For this experiment, we retrain the model using the same architecture and supervision as the
baseline, changing the visual input representation and the feature generation strategy. In the
updated pipeline, contours are extracted from each connected component in the math dataset,
drawn onto fixed-size patches, and passed through a shared CNN encoder independently. As shown
in Table[5.5] this change results in consistent improvements across symbol classification, relationship
recognition, and expression-level accuracy, highlighting the effectiveness of contour-based primitives

as the standard visual representation.

5.3.3 Visual Feature Improvements

We evaluate the impact of improved visual primitives and feature configurations on parsing per-
formance for chemical diagrams. The updated primitives are extracted using a combination of the
Line Segment Detector and watershed segmentation, as described in Section and are compared

against earlier extraction methods detailed in Chapter

We conducted a grid search on input feature resolution (28 x 28, 32 x 32, 48 x 48, and 64 x 64), and
spatial pyramidal pooling regions (1, 7, 17, 31) regions using representative smaller subsets of math
and chemical datasets. The experiments are detailed in Appendix [A] For input resolution, 64 x 64
input feature size yielded the highest recognition for mathematical formulas while 32 x 32 feature

size performed best for chemical diagrams.

For spatial pooling, models benefited from increased pooling regions. In particular, a 31-region
configuration (1 +3H + 3V +5H + 5V + 7H + 7V') was most effective for math, while a 17-region
setup (14 3H + 3V + 5H + 5V) provided the best performance for chemistry.

Based on these results, we adopt 64 x 64 input features with 31-region SPP for math, and 32 x 32
input features with 17-region SPP for chemistry, and use these as default configurations in all

subsequent experiments.
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As shown in Table updates to visual primitives and tuning of input feature size and pooling
regions lead to consistent performance improvements for the chemical diagrams. Both symbol and
relationship detection and classification F1 scores increase across stages, and the exact SMILES
match rate improves from 85.02% to 86.20%. These results demonstrate the value of new robust
primitives and feature resolution optimization in enhancing chemical diagram parsing accuracy. For
mathematical formulas, we retain the same configuration throughout, as the 64 x 64 input size with
31-region pooling was already optimal, giving an expression-level structure and classification rate
of 84.55%.

5.3.4 Split-Attention (ResNeSt) Backbone

To assess the effectiveness of the split-attention ResNeSt encoder, we compare the modified ResNeSt-
50 (reduced) variant against the SE-ResNeXt-50 baseline described in Section Both models
were trained using the same updated pipeline, which includes contour-based primitive inputs and
shared CNN visual encoding. All other components (e.g., graph structure, multi-task heads, loss
formulation, and pooling configurations) were held constant to isolate the effect of the encoder

architecture.

Training Details. We used pretrained ResNeSt-50 weights from ImageNet as initialization. Since
our inputs are single-channel contour patches (grayscale), the first convolutional layer’s weights were
adapted by averaging the pretrained weights across the three RGB channels. This simple conversion
makes the model compatible with single channel inputs. We also trained the model from scratch
(without pretrained weights), and found that while convergence was slower, final performance re-
mained within 0.2-0.3% of the pretrained version across tasks, confirming the robustness of the

architecture.

For the mathematical formula dataset (InftyMCDB-2), evaluation was performed on the full test set
using 64 x 64 input feature and a 31-region SPP configuration (14+3H+3V+5H+5V+7H+T7V). For
the chemical dataset (USPTO), we used 32 x 32 input feature size and a 17-region SPP configuration
(14 3H +3V +5H +5V), consistent with the best-performing setup identified in Section All

models were trained with the same hyperparameters, and data splits to ensure comparability.

Discussion. The ResNeSt-based model yields consistent improvements across all evaluation met-

rics compared to the SE-ResNeXt baseline. Increases are observed in both local (symbol, relation)
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Table 5.6: Performance comparison between SE-ResNeXt and ResNeSt backbones on the
InftyMCDB-2 test set. Both models use contour-based primitive inputs and 31-region SPP.

Symbols Relationships Expressions
Backbone
Detect. +Class Detect. +Class Structure -+Class
SE-ResNeXt-50 (baseline) 98.95 96.83 95.96 95.13 90.32 84.55
ResNeSt-50 (reduced) 99.00 96.90 96.00 95.20 90.56 84.73

Table 5.7: Performance comparison on the USPTO chemical test set across different visual feature
improvements. Models are evaluated using F1 scores for symbol and relationship detection and
classification, expression-level rates (%) for structure and structure + class, and the percentage of

exact SMILES string matches converted from the predicted visual graphs.

Model Symbols Relationships Expressions Exact SMILES

Detect. +Class Detect. +Class Structure +Class (%)
Baseline (LCGP) 99.84 99.29 98.86 98.86 50.65 44.37 85.02
+ LSD Visual Primitives 99.85 99.35 98.88 98.88 51.56 45.07 85.62
+ Tuned Feat. Size and Pooling 99.86 99.43 98.89 98.89 51.98 45.55 86.20
+ ResNeSt Backbone 99.87 99.50 98.90 98.90 52.35 45.98 86.30

and global (structure, expression) metrics as seen in Table These improvements extend to the
chemical dataset as well, where symbol and relationship classification F1 scores improve slightly,
and the exact SMILES match rate increases from 86.20% to 86.30% (Table [5.7). Notably, these
gains are achieved with fewer trainable parameters and reduced computational cost, as shown in
Table 5.1} The reduced ResNeSt backbone provides higher representational capacity through split-
attention mechanisms, enabling the model to better distinguish fine-grained spatial patterns while

preserving computational efficiency.

Accordingly, the reduced ResNeSt model with pretrained initialization is used as the default visual

encoder in all subsequent experiments in Chapter [f| and Chapter [6]

5.3.5 RQ3: Graph Attention and Task Interaction

To evaluate the effect of edge-aware attention with multi-hop message passing, we conduct a sys-
tematic comparison of EGATV2 variants against a baseline without graph attention. EGATv2
incorporates both node and edge features into the attention computation and enables joint node-

edge updates across multiple message-passing iterations.
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Model Variants. We consider both single-stage and two-stage configurations of EGATv2. In the

single-stage setting, we vary the number of attention hops (K = 1,2, 3), corresponding to the number
of message-passing layers applied sequentially over the input graph. In the two-stage variant, the
EGATv2 model is first trained independently to produce initial class distributions. These predicted
distributions are then used as additional input features in the second stage. The second-stage
EGATv2 model reuses all weights from the first stage and extends it by introducing new attention
heads and linear layers to process the concatenated visual features and class distribution vectors.
As such, the second stage builds upon and subsumes the first, enabling parameter sharing while

incorporating task-aware layers for improved representation learning.

Implementation Details. Each EGATv2 layer comprises two linear projections: one for com-
puting attention scores and another for updating node and edge feature embeddings. Attention
scores are computed using a concatenation of feature vectors from each query and its neighbors.
For a visual embedding of dimension F', the concatenated pairwise feature dimension becomes 2F,

matching the attention input dimensionality.

For math experiments, with 31 spatial pooling regions and 32 output channels from the CNN
encoder, plus 10 dimensions from positional encoding bounding boxes (Query BB relative to formula
window, Query BB relative to context window, and Context windoe BB relative to the formula), the
visual embedding dimension is 32 x 31 + 10 = 1002, yielding an attention input dimension of 2004.
Similarly, for chemistry with 17 pooling regions, the input to attention is 2 x (32 x 17+ 10) = 1108.

Attention scores weight neighboring feature embeddings during aggregation.

The downstream heads for symbol classification, segmentation, and relationship classification share
a multi-layer perceptron (MLP) with a hidden layer of size 512 and ReLU activation. These heads
operate on the final concatenated representation, which includes visual features, class distribution

vectors (for two-stage models), and the output of the multi-hop EGATV2 layers.

All baseline and EGATv2 models use the same baseline configurations as described in Table
and also shared backbone encoder for extracting visual features: a reduced version of ResNeSt-50

with the same input feature size and SPP configuration adopted in Section [5.3.3

As shown in Table [5.8] integrating EGATV2 increases the number of trainable parameters relative
to the reduced ResNeSt-50 encoder, primarily due to expanded linear layers used in contextualized
attention. These layers operate on larger input embeddings that incorporate aggregated query

features. While the baseline model processes 2F-dimensional features before classification, the
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Table 5.8: Model parameter comparison of EGATv2 variants with baseline

Model # Trainable Parameters
SE-ResNeXt-50 4.06M
ResNeSt-50 (reduced) 2.62M
ResNeSt-50 (reduced) + EGATV2 (1 stage) 2.97TM
ResNeSt-50 (reduced) + EGATv2 (2 stages) 4.45M
CTC transformer |7] 43.80M
Vision transformer [59)] 51.10M
SWIN transformer [146| 88.00M

Table 5.9: Performance of EGATv2 variants by stage and hop count across tasks on the InftyMCDB-
2 dataset (6,830 formulas). We report F1% scores for symbol detection and classification, relation-

ship detection and classification, and expression-level structure and classification rates.

Model Symbols Relationships Expressions
ode

Detect. +Class Detect. +Class Structure +Class
Baseline 99.00 96.90 96.00 95.20 90.56 84.73

EGATvV2, 1 stage

1-hop 99.05 97.05 96.12 95.29 90.67 84.79

2-hop 99.23 97.46 96.92 96.17 92.14 86.94

3-hop 99.15 97.29 96.58 95.88 90.94 84.92
EGATvV2, 2 stage

1-hop 99.12 97.21 96.48 95.63 91.43 85.93

2-hop 99.31 97.65 97.18 96.45 92.21 87.99

3-hop 99.21 97.38 96.74 96.01 91.64 86.41

EGATV2 variants expand this to 4F in the single-stage model and to 2Cs + 2C,,, + 4F for edges and
2C's 4+ 4F for nodes in the two-stage model. As a result, the parameter count grows from 2.62M in
the baseline to 2.97M in the single-stage model (a 13.1% increase) and to 4.45M in the two-stage

model (a 69.8% increase).

Despite these additions, both EGATv2 variants remain lightweight. Even the two-stage model
remains closer to SE-ResNeXt-50 (4.05M parameters) and far smaller than transformer-based models
like the CTC Transformer |7] (43.80M) and the Hybrid Vision Transformer [59] (51.10M).

Discussion. All EGATv2 variants outperform the baseline across symbol, relationship, and expression-
level tasks in both mathematical formulas and chemical diagrams. Among single-stage models, in-
creasing the number of hops from 1 to 2 yields consistent improvements, particularly in relationship

classification (e.g., +0.88 F1% in math, +0.06 F1% in chemistry), as multi-hop message passing
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Table 5.10: Performance of EGATv2 variants by stage and hop count across tasks on the USPTO
test set. We report F1% scores for symbol and relationship detection and classification, expression-

level structure and classification rates, and percentage of exact SMILES string matches.

Model Symbols Relationships Expressions Exact SMILES
ode
Detect. +Class Detect. +Class Structure -Class (%)
Baseline 99.87 99.50 98.90 98.90 52.35 45.98 86.30
EGATV2, 1 stage
1-hop 99.88 99.52 98.93 98.93 52.44 46.56 86.64
2-hop 99.89 99.57 98.99 98.99 52.53 48.23 88.04
3-hop 99.88 99.53 98.94 98.94 52.42 46.83 86.83
EGATV2, 2 stage
1-hop 99.89 99.55 98.96 98.96 52.49 47.39 87.11
2-hop 99.90 99.86 99.02 99.02 52.54 52.02 89.04
3-hop 99.89 99.56 98.97 98.97 52.46 47.70 87.39

facilitates richer context aggregation from neighboring nodes and edges. However, further increasing
the hop count beyond 2 results in diminishing or slightly degraded performance. This decline may
be attributed to the inclusion of excessive context from distant or less relevant nodes, which can
dilute task-specific signal and increase learning complexity, or to underfitting due to the model’s

limited capacity to extract patterns from these additional contextual inputs.

Two-stage variants consistently outperform their single-stage counterparts across both domains.
This confirms the benefit of leveraging intermediate classification outputs as contextual input for
the second-stage attention mechanism. The two-stage, two-hop model yields the best performance
overall—improving symbol classification by +0.75 F1% and expression-level structure and classi-
fication rate by +3.26% in math, and achieving a +6.04% gain in expression level structure and
classification rate and +2.74% improvement in exact SMILES match in chemistry. These gains
reflect the model’s ability to condition message passing not only on visual features but also on early

task-specific predictions.

Improvements on the chemical dataset are smaller in magnitude compared to the mathematical
domain. This is partly due to the higher average number of nodes and edges per graph in chemical
diagrams (see Table , which increases prediction complexity and reduces the impact of localized
improvements in symbol or relationship metrics. Nonetheless, even modest gains in local F1 scores
lead to noticeable increases in expression-level structure and classification rates and exact SMILES

match, due to the structural propagation of correctness.

It is also notable that SMILES exact match rates remain relatively high even when expression-level
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structure and classification rates are lower. This discrepancy arises because small local errors in
the visual graph, such as missing or extra edges, may not affect the final molecular graph produced
after postprocessing. The chemical graph reconstruction step groups bond lines (e.g., double or
triple bonds) and infers connectivity based on bond group adjacency. As long as at least one
edge connects the group to the correct neighbor, the resulting molecular graph remains structurally
valid, leading to a correct SMILES string. Thus, expression-level errors in the visual graph can
be partially absorbed during postprocessing, explaining the higher SMILES match rates despite

imperfect intermediate predictions.

These improvements are achieved without increasing the number of parameters beyond the attention
layers and maintain a lower footprint than transformer-based alternatives (see Table |5.8). The
architecture supports expressive and efficient multi-task learning while preserving interpretability

and generalization.

Error Analysis (Math). Figures and provide a detailed node- and edge-level error analy-
sis on the InftyMCDB-2 test set, comparing the baseline model with the proposed EGATV2 (2-stage,
2-hop) model. These visualizations illustrate that EGATv2 consistently reduces the frequency of

common misclassification patterns by better incorporating local context during prediction.

At the node level (Figure , the baseline model’s most frequent errors involve visually similar
symbols such as minus, i, and RightParenthesis. EGATv2 shows a lower overall frequency of these
confusions, with its top errors shifting to minus, equal, and dot. Notably, the reduced confusion
between minus and equal highlights the model’s improved use of relational context: since the symbol
equal typically consists of two horizontal lines that resemble stacked minus symbols, distinguishing
between them without contextual cues can be difficult. EGATv2’s architecture enables contextual
feature propagation across neighboring primitives, which helps disambiguate such cases by leveraging

surrounding symbol identities and edge types.

At the edge level (Figure , many errors in both models are a consequence of upstream symbol
misclassifications. For instance, if a primitive is misclassified as minus instead of equal, the cor-
responding spatial relationship (e.g., HORIZONTAL) may also be incorrectly interpreted, leading to
compounded edge-level errors. While these error chains persist in EGATv2, their overall frequency
is reduced compared to the baseline, highlighting the benefits of bidirectional interaction between

node and edge representations in our architecture.

Nevertheless, some residual errors in EGATv2 suggest remaining limitations in how context is ag-
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Figure 5.5: Node-level error analysis comparison between two models on the InftyMCDB-2 test
set in Table 5.9} (a) baseline model, and (b) the best performing EGATV2 (2-stage, 2-hop) model
(truncated at right for space). Each error table is organized by decreasing frequency of object-level
node classification errors, with associated primitive-level confusions visualized to the right of each
object. Red circles and lines indicate misclassifications, blue circles denote the correct class, and
dotted lines illustrate merge edges between primitives belonging to the same symbol. Hyperlinked
error counts allow inspection of specific formulas, and checkboxes enable selection for export. (a)
The baseline model is dominated by errors involving minus, i, and RightParenthesis symbols,
and (b) the EGATv2 model’s top three errors are classifying minus, equal, and dot, but with lower

error frequencies compared to the baseline.

gregated. While EGATV2 propagates query features across neighbors, additional gains may require

mechanisms that jointly aggregates both query and context features.

Error Analysis (Chem). Figures and present node- and edge-level error visualizations
for the USPTO test set. These reveal similar trends as observed in the math domain, with EGATv2
(2-stage, 2-hop) reducing both symbol misclassification and edge prediction errors compared to the

baseline.

At the node level (Figure, the most frequent misclassifications in both models involve the Single
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Figure 5.6: Edge-level error analysis comparing the (a) baseline model with the (b) EGATv2 (2-
stage, 2-hop) model on the InftyMCDB-2 test set (truncated at right for space) in Table In both
models, the top errors involve propagated symbol classification errors, particularly misclassifications
of minus and equal symbols, which result in incorrect relationship detections. However, EGATv2

shows a substantially lower frequency of such propagated misclassification errors.

line primitive, which dominates the class distribution and constitutes over 50% of all primitives,
as described in Chapter [6] Due to its simple appearance as a straight line, the Single primitive
is easily confused with short strokes that appear in atom characters such as N and H, which often

include similar vertical or diagonal lines.

EGATvV2 reduces this confusion by over 4 times by incorporating neighborhood context during node
classification. For instance, a single line surrounded by circular strokes or recognized atoms is more
likely to be a character component rather than a standalone bond. This contextual differentiation

improves recognition accuracy on heavily overrepresented and ambiguous primitives.

At the edge level (Figure , both models exhibit the highest frequency of errors in detecting
connections between pairs of Single line primitives. EGATv2 reduces such missed connections,
though residual errors remain. Several factors may contribute to persistent edge errors: (1) the un-
derlying visual graph representation connects primitives based on spatial heuristics (e.g., proximity,

orientation), which can omit legitimate bonds if primitives are too far apart or misaligned; (2) class
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Figure 5.7: Node-level error analysis comparison between two models on the USPTO test set: (a)
baseline model, and (b) the best performing EGATv2 (2-stage, 2-hop) model (truncated at right for
space) in Table . Single line and ‘4’ are the most frequent sources of error in both models;
however, EGATvV2 reduces Single line errors by nearly 7 times and ‘4’ errors by almost half. The

third most frequent error is ‘1’ in the baseline and b in EGATv2.

imbalance at the edge level may skew training toward the dominant NoRelation or negative class.

Moreover, the current graph representation does not explicitly account for merged chemical struc-
tures, such as double or triple bonds formed by grouped parallel strokes. These are handled in
post-processing, where single lines are merged based on geometric rules. A direction for future work
is to design graph construction strategies that more closely align with the final semantic entities,
such as atoms and bonds by representing compound primitives as single nodes and integrating edge

merging into the parsing model itself.

EGATv2 demonstrates clear improvements in both math and chemistry domains by leveraging edge-
aware and context-sensitive message passing, though future refinements in graph design and edge

supervision could further reduce residual ambiguities. We adopt the 2-stage, 2-hop EGATv2 model
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Figure 5.8: Edge-level error analysis comparing the (a) baseline model and the (b) EGATv2 (2-stage,
2-hop) model on the USPTO test set (truncated at right for space) in Table [5.10] In both models,
the most frequent edge errors involve missed connections between two Single lines as well as Single
line with other atoms such as H and N. EGATv2 substantially reduces the frequency of these errors,

indicating improved contextual understanding of bond relationships in molecular structures.

as the default architecture for all subsequent experiments in Chapter [6] which evaluate robustness

to noise and strategies for class imbalance mitigation.

5.4 Summary

This chapter addressed two central research questions: RQ2 and RQ3, while also contributing

partially to RQ1 through refinements in visual primitive extraction.

For RQ2, we evaluated alternative input graph representations: Complete, KNN, and Line-of-Sight
(LOS), to determine their suitability for math and chemical parsing tasks. We found that LOS
graphs better capture the long-range, spatially meaningful relationships in mathematical formulas,
due to their largely horizontal layout and symbolic alignment patterns, while 6NN graphs offered
a good balance of sparsity and recall for chemical diagrams. This domain-specific graph selection

enables reliable downstream parsing by ensuring essential structural relationships are preserved
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during learning. This chapter also introduced enhancements to the visual input primitives, partially
addressing RQ1. A unified contour-based primitive extraction approach was adopted for both math
and chemistry, improving visual consistency and enabling a shared encoder across domains. For
chemical diagrams, we further refined the visual primitive extraction from raster images using a
Line Segment Detector (LSD) combined with watershed segmentation, enabling the separation of
over-segmented or touching primitives. This method can be extended to other domains, including

math formulas, charts, and other diagrams.

For RQ3, we developed and evaluated EGATV2, a novel edge-aware GATv2-based architecture
that performs multi-hop message passing within a localized neighborhood and supports dual up-
dates of node and edge embeddings. EGATv2 integrates both visual and class distribution features
extracted from node- and edge-centric input windows. These improvements build on a unified vi-
sual feature pipeline and a compact ResNeSt-50 backbone with split attention, configured with
domain-specific input sizes and pooling strategies. The two-stage, two-hop EGATv2 model consis-
tently outperformed baselines across all tasks and datasets, demonstrating the benefits of contextual

feature propagation and cross-task refinement.

Finally, detailed node- and edge-level error analyses highlighted common misclassification patterns,
particularly under noisy or ambiguous visual conditions and in the presence of class imbalance.
For example, confusions between minus and equal in math, or between Single bond segments and
characters like N and H in chemistry, revealed challenges in distinguishing visually similar primitives.
These findings motivate the focus of the next chapter, which addresses RQ4 by introducing robust-
ness enhancements through localized visual and structural noise augmentation, and by mitigating

class imbalance using loss reweighting and stratified sampling strategies.



Chapter 6

Visual Noise and Loss Functions

In real-world scenarios, visual parsing systems encounter noisy and degraded inputs, especially in
handwritten diagrams, and scanned documents. These documents commonly suffer from visual
distortions (blur, noise, resolution degradation) and structural imperfections (fragmented symbols).
Moreover, imbalanced class distributions, characterized by a prevalence of common symbols and
relationships (e.g., bond lines in chemistry, frequent operators in mathematics), and a relative
scarcity of rare classes, pose additional challenges by biasing the training process toward dominant

classes, thus hindering generalization.

Motivated by these issues, this chapter presents experiments and methods designed to address
research question RQ4, focusing on improving parser robustness and generalization under noise,
and mitigating class imbalance. We introduce and evaluate methods that explicitly account for
visual and structural degradations at the primitive level through targeted synthetic noise augmen-
tation. Our noise modeling pipeline simulates realistic conditions like blur, resolution reduction,
and structural noise (i.e., primitive fragmentation). To address severe class imbalance, we employ
class-aware loss reweighting strategies, including weighted cross-entropy, class-balanced loss |27],
and focal loss |66]. These strategies aim to enhance the parser’s ability to handle varied input
conditions and skewed class distributions, aligning with recommendations and future directions
previously highlighted by Mahdavi [70], who emphasized the importance of loss balancing and focal
loss for addressing task difficulty and sample imbalance. We also explore an alternative loss aggre-
gation strategy, the complemented harmonic mean (CHM), which dynamically balances gradient

contributions across the three tasks.

These strategies aim to enhance the robustness, stability, and generalization capabilities of our

150
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visual parser. The remainder of this chapter details the methodologies, experimental setups, and

evaluations conducted to address these research questions.

6.1 Visual Noise Augmentation

Our approach to noise augmentation is grounded in the degradation modeling framework proposed
by Baird [11], which outlines a comprehensive taxonomy of document image defects and methods
for simulating and validating them. Baird emphasizes that document degradations result from a
sequence of physical, mechanical, scanning, and transmission-related transformations, each of which
can significantly impair recognition systems such as OCR. These degradations are not uniform in
scale: they occur at the page level (e.g., skew, uneven illumination), symbol level (e.g., dropout,

blur, occlusion), and pixel level (e.g., sensor noise, quantization errors).

Baird classifies degradation models into two primary categories: physics-based models and statistics-
based models. Physics-based models simulate the physical mechanisms of document distortion such
as defocus (modeled using Gaussian blur), pixel misalignment (jitter), sensor noise (Gaussian noise),
and binarization thresholding errors. Statistical models, on the other hand, approximate the effects
of degradation by introducing speckle noise, dropout, and spatial distortions without modeling the

underlying physical processes explicitly.

Our augmentation pipeline is designed to reflect both of Baird’s modeling approaches. It departs
from prior document analysis work that applies uniform, full-image noise by instead introducing
degradations locally at the visual primitive window level. This is enabled by the feature design in
our parsing framework (see Chapter , where each model input consists of a query image (for a
node or edge) and a context image showing its k = 6 nearest neighbors for both math and chemical
diagrams. For math formulas, the nearest neighbors within the input LOS graph are considered.
Both query and context images are fixed size binary images generated by rasterizing tightly-centered

primitive or primitive pair contours.

To reflect the variety of document degradations, our augmentation pipeline introduces two types
of noise: structural noise, which simulates segmentation errors, and visual noise, which simulates
symbol and pixel-level degradations. This design captures both geometric and appearance-based

distortions commonly found in scientific documents.
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6.1.1 Structural Noise

Structural noise is applied as the first step in our augmentation pipeline and simulates segmentation-
level distortions by randomly oversegmenting visual primitives. This mimics common real-world
artifacts such as stroke breaks, ink discontinuities, or scanner-induced gaps, which can fragment

symbols in degraded or low-resolution diagrams.

During training, each primitive in a batch has a 20% probability of being oversegmented. The
20% rate is chosen arbitrarily as a balance of introducing enough structural variation to simulate
real-world symbol fragmentation, while keeping most samples intact to allow learning on noise-free
samples. A lower rate would not provide enough diversity to learn robust recovery from segmentation
noise, while a higher rate may overwhelm the model with noisy inputs, hindering convergence. The
procedure for applying structural noise is detailed in Algorithm [2] In brief, a random split line is
introduced across the primitive contour, dividing it into two disconnected fragments (see Figure.
A size filter ensures that neither resulting segment is too small, discarding the split if the smallest
fragment comprises less than 10% of the original area, or if the operation would produce more than

two disconnected parts.

If a split is successful, the original primitive node is retained, and two new nodes are added cor-
responding to the resulting fragments. All three nodes—the original and the two split parts are
assigned the same symbol label. A new MERGE edge is added between the two split nodes to indi-
cate their shared origin. Additionally, all edges that previously connected to the original node are
duplicated for each of the new nodes with the same labels. This transformation increases both the

node and edge count in the training batch.

This augmentation also affects the recurrent segmentation updates of the model. Since the newly
introduced fragments are treated as additional input nodes, they are included in the model’s seg-
mentation and classification passes. As a result, the number of segmentation decisions increases
during training, expanding the search space and encouraging the model to learn from these recur-

rent updates on the over-segmented primitives.

However, this structural noise augmentation is limited in scope: it only introduces topological
variation by altering the segmentation structure and does not simulate appearance-level degradation.
In real-world documents, visual noise such as blur, distortion, and resolution loss can significantly
affect recognition. To address this, we introduce a visual noise augmentation strategy in the next

section, targeting the pixel-level appearance of query and context windows.
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Algorithm 2 Structural Noise: Primitive Oversegmentation

Require: Primitive contour P, split probability p = 0.2, minimum fragment ratio § = 0.1

1: for each primitive P; in batch do

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:

2
3
4
5
6:
7
8
9

if random() < p then

(Splitting operation)
(i) Select a random point ¢ on P;
ii) Choose random direction 6 € [0, 27)

iii) Compute unit vector (dx,dy) = (cos @, sin )

(
(
(iv) Rasterize P; into binary mask M by filling the contours
(v) Create a thin line L (2-pixel width) through ¢ in direction 6 onto M
(vi) Cut the mask: My < M with L erased
(vii) Label connected components in My as {Cy,Ca, ...}
(Filtering)
(i) Skip non-binary splits:
if number of components # 2 then
continue to next primitive
(ii) Let A = area(P;) = )_ M be the area of the original primitive
(iii) Compute area of each component: A; = area(C), Ay = area(C?)
(iv) Skip small components:
if min(A;, A2) < - A then

continue to next primitive

(Graph augmentation)
(i) Extract new contours P!, P? from Cy, Cy
ii) Assign both P! and P? the same symbol label as P
iii) Add new nodes vy, vo corresponding to Pil, Pl-2
iv) Add edge (v, v2) with label MERGE
v) Add edges to neighbors of P;:
for each neighbor v; of P; do

Add edges (v1,v;) and (v, v;) with the same labels as (P, v;)

(
(
(
(

30: return the union of original and augmented primitive nodes and edges

This augmentation increases the number of nodes and edges processed within the batch. It expands

the supervision signal during training, as the model must now classify edge and node labels across
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Figure 6.1: Illustration of structural noise applied to a primitive as described in Algorithm [2| (a)

(

Original primitive (b) Random split point (in blue) selected (c¢) Random split direction (in red)
determined (d) Primitive split along the line into two primitives (e) Resulting primitive features

after applying the split, followed by rescaling and centering of contours

both original and synthetically split structures. This creates more difficult learning scenarios, for
segmentation, symbol and relationship classification tasks, encouraging the model to become more

robust to over-segmentations commonly found in real-world inputs.

6.1.2 Visual Noise for Primitive and Context Windows

After structural noise is applied, visual noise, such as Gaussian blur, resolution downscaling, and
salt-and-pepper noise are applied independently with randomized parameters to each query and
context window. This form of visual noise simulates localized distortions such as scanner blur, lossy
compression, or pixel-level corruption. Each query or context window, centered on a single primitive
or primitive pair, can thus experience different types and intensities of degradation, introducing
greater variability during training. By enabling spatially varied noise within a single input image,

this approach better reflects the heterogeneous artifacts commonly found in real-world documents.
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Figure 6.2: Visual noise applied to a primitive query window. (a) Original primitive query window
(b) Downscaling reduces resolution to simulate low-quality scans (c¢) Gaussian blur simulates defocus
and smudging (d) Salt-and-pepper noise introduces random pixel corruption (e) Combination of all

three transformations (f) Final binarized output using Otsu’s thresholding

It also allows for finer-grained control over where noise occurs. This design aligns with Baird’s multi-
scale degradation model |11], which emphasizes that noise often arises at the symbol or sub-symbol

level.

The parameter ranges for each transformation were informed by prior work in chemical diagram
recognition, including MolScribe [100], MolGrapher [79], OCMR [134], Img2Mol [25], and MolMiner |145],
which incorporate various visual degradation models to increase robustness. We reviewed both
the papers and their open-source implementations to determine typical parameter values, then ex-
panded those ranges slightly to allow broader variability during training. Each visual feature window

is independently subjected to the following stochastic visual transformations during training (see

Figure :

1. Resolution Degradation: To simulate low-resolution imaging, compression artifacts, and

optical blur, one of the following is randomly applied:

e Downscaling: The image is resized using a randomly selected scale factor between 0.2
and 0.5 with cubic interpolation.

e Gaussian Blur: Applied with a randomly selected kernel size (k) of 3 x 3 or 5 x 5

to emulate defocus or scanner blur. The standard deviation o for Gaussian blur is not
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manually specified and is inferred from the kernel size using:
k—1
c=0.3 T—l +0.8

For example, o0 =~ 0.8 for a 3 x 3 kernel and o = 1.1 for a 5 x 5 kernel. Larger kernels

result in stronger blurring.

2. Salt-and-Pepper Noise: Simulates transmission defects and binarization artifacts by ran-

domly flipping pixel values with a corruption rate of p = 0.01.

Each of these transformations is applied during training with an independent probability of 0.5. For
blur and downscaling, one of the two is selected at random when applied (i.e., they are mutually
exclusive) since they have similar effects, while salt-and-pepper noise is applied independently. This
setup allows for combinations of degradations across different windows, introducing diverse noise

patterns within each training batch.

After applying the noise transformations, we perform Otsu’s binarization [95]. This step ensures
consistency with the downstream inference pipeline, which operates on binarized images of individ-
ual primitives. Otsu’s method assumes a bimodal intensity histogram and determines an optimal
threshold ¢* that minimizes the within-class variance o2 (t), which reflects how well the image is

separated into foreground (class 1) and background (class 2). It is defined as:

ow(t) = a1(t)of () + 2(t)o3 (t)

Here, P(i) denotes the normalized histogram i.e., the probability of pixel intensity i, and ¢;(¢) =
2221 P(i) is the probability of the foreground class. The corresponding mean and variance of the

foreground are:

.

t . t .
:Z P(i) Z [i — m (t)]*P(3)
= al) i=1 a(t)
The terms for the background class (class 2), i.e., ga(t), pa(t), and o3 (t), are defined similarly over

the range i = ¢ + 1 to I, where [ is the maximum intensity level (255 for 8-bit images).

The algorithm evaluates o2 (t) for all thresholds ¢ € [1, I] and selects the threshold ¢* that minimizes
this value. This results in the best class separation between background and foreground in terms of

intensity similarity.
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Once t* is identified, binarization is performed as:

. 0, if intensity(z,y) < t* (background)
pixel(z,y) =
255, otherwise (foreground)

In summary, our noise augmentation pipeline operationalizes Baird’s principles [11] by:

1. Simulating degradations that reflect real physical and digital processes,

2. Applying them for individual visual primitives, including both query and context windows
so that each symbol candidate experiences realistic local perturbations, which is crucial for
learning fine-grained distinctions in multi-task settings involving segmentation, classification,

and relationship prediction,

3. Validating their effectiveness through their impact on downstream parsing performance, as
discussed in Section

6.2 Class Imbalance and Sampling Strategies

The chemical diagram and math formula parsing datasets exhibits substantial class imbalance within
each of the three learning tasks—segmentation, symbol classification, and relationship classifica-
tion—as well as across task types. For each task, the distribution of class labels are highly skewed:
a small number of classes dominates the majority of instances, while many classes are underrepre-
sented or rare. This intra-task imbalance affects all datasets and is particularly pronounced in the
chemical domain. In addition, differences in the relative sizes of the task-specific label sets (e.g.,
the number of symbol nodes vs. edge pairs) introduces further imbalance at the inter-task level.
Together, these issues pose challenges for training stability and generalization, especially for rare
classes and multi-task interactions. These issues motivate the need for better sampling strategies,
class-weighted loss functions and balanced loss aggregation to ensure balanced optimization across

tasks and improved learning for underrepresented classes.

6.2.1 Imbalance in Class Distributions

We observe significant class imbalance across both mathematical and chemical diagram datasets.

In the chemical domain, particularly within the PubChem-5k training set using the VGPgnN
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Figure 6.3: Class distributions in the chemical dataset (PubChem-5k), across symbol, segmentation,
and relationship tasks: (a) symbol classes showing heavy skew; (b) segmentation labels dominated

by NoMerge; (c) relationship edge labels dominated by NoRelation.

graph, symbol labels exhibit extreme skewness: over 99% of node labels belong to fewer than 10
of the 67 available classes, with a single class—Single bond line constituting more than half of all
node instances (see Figure [6.3al). Segmentation edges show similarly severe imbalance, as negative

segmentation labels (NoMerge) represent over 90% of all edges (see Figure [6.3b]). The NoRelation
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Figure 6.4: Class distribution in the math dataset (InftyMCDB-2), across symbol, segmentation, and
relationship tasks: (a) symbol classes showing high imbalance; (b) segmentation labels dominated

by NoMerge; (c) relationship edge labels dominated by NoRelation.

and CONNECTED labels are relatively balanced (see Figure [6.3¢)), as the nearest neighbor constraint
filters out a large portion of NoRelation edges. In contrast, ANNOTATION edges account for less than

5% of the total.
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In mathematical formulas from the InftyMCDB-2 training set (12,551 formulas), represented using
the VGP10s graph, dominant classes such as common operators and digits account for more than
half of all symbol nodes. Rare symbols, including special characters like iota and bigoplus, occur
with extremely low frequency—comprising less than 0.001% of total nodes (see Figure . Sim-
ilarly, the edge labels are predominantly negative, with approximately 80% labeled as NoRelation
and over 92% marked as NoMerge in segmentation tasks (see Figure , .

These pronounced imbalances pose significant challenges, requiring strategies to improve learning

and generalization across all tasks and class distributions.

Notably, the symbol frequency distributions exhibit a Zipf-like shape [98], where a few classes dom-
inate and many occur rarely, a phenomenon commonly observed in natural language and symbolic
systems. In a Zipfian distribution, the frequency f of the r-th most common class is approximately

inversely proportional to its rank: .

fr) o o
where r is the rank of a class by frequency and s is a positive constant (often close to 1 in empirical
settings). This long-tailed structure amplifies the difficulty of training robust models for rare classes,
especially in multi-task settings where shared representations may be dominated by frequent classes

unless explicitly rebalanced.

6.2.2 Stratified Train-Validation Splits

To ensure balanced and representative model validation during training, we use a stratified splitting
procedure [87] when partitioning the dataset into training and validation sets. Unlike standard
random splits, which can inadvertently amplify class skew, this strategy aims to preserve the co-
occurrence structure of labels across the three tasks at the level of individual formulas. It ensures
that formulas in training and validation sets are similar in complexity and have similar class dis-
tributions across the three tasks, by preserving how these labels appear together within individual

formulas.

For example, formulas containing many symbols with two or more oversegmented primitives consist
of a higher proportion of merge labels, and formulas with complex spatial layouts or more symbols
have more positive relationship labels. Preserving these co-occurrence patterns ensures that the
model is evaluated on a validation set with a comparable structural and semantic composition to
the training set. This reduces sampling bias and results in more reliable estimates of generalization,

especially for tasks that involve interrelated decisions across multiple types of outputs.
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We stratify formulas based on a three-dimensional vector of discretized statistics. Each formula f
is assigned a bin index along three axes: the number of symbol nodes, the number of edges labeled
MERGE, and the number of edges labeled NoRelation. For example, a formula with many symbols
and mostly negative merge and relation edges would be placed in a stratum representing “high node
count, high no-merge, high no-relation.” These counts are discretized into n = 4 quantile-based bins

along each axis, resulting in up to 4% = 64 possible strata.

The stratum assignment is defined as a tuple

S(f) - (bsym(f), bseg:O(f), brel:O(f))

where each b;(f) € {0,1,2,3} denotes the quantile bin index for statistic i. We define the final

stratum assignment z(f) as a concatenated tuple of the bin indices:

2(f) = concat (bsym(f), bseg=0(f); bre1i=0(f))

Strata that contain only a single formula are excluded from the validation set and assigned to the
training set to avoid sampling issues with stratified splitting. Additionally, sparsely populated strata,
defined as those with fewer than two formulas, are excluded, and further merging is performed when
the number of strata exceeds the number of available validation samples. Specifically, the smallest
strata are iteratively merged until the number of strata is at most one more than the intended
number of validation formulas. This ensures that each stratum is sufficiently populated for stratified
sampling and maintains a representative distribution across structure size, segmentation sparsity,

and relation sparsity.

We then perform a stratified shuffle split by sampling formulas proportionally from each stratum
z, preserving the joint distribution of structure size and class sparsity across symbol, segmentation,
and relationship tasks. For each stratum z € Z, if the total number of formulas is n,, we allocate
approximately (1 — 7) - n, formulas to the validation set and the remaining 7 - n, formulas to the

training set, where r is the training ratio (e.g., r = 0.8).

The actual assignment of formulas is performed using random sampling without replacement within
each stratum, ensuring that the relative frequency of each stratum is preserved across both subsets.
This procedure maintains balance in the class and structural distributions, resulting in training and
validation sets that are statistically similar in composition. Such stratified sampling supports more
reliable model selection and evaluation by reducing sampling variance and ensuring coverage of rare

but important cases.
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6.2.3 Weighted random sampling

To address class imbalance within each of the three tasks, we adopt a weighted sampling approach in
which training instances are selected with probabilities proportional to their inverse class frequencies.
This method prioritizes underrepresented classes during training, thereby improving model exposure

to rare examples and promoting balanced learning.

Following prior work on class-balanced sampling strategies |27], we assign a weight to each node or
edge instance based on the frequency of its associated class. We first compute class weights for all
classes for each of the tasks based on the frequency of samples in the entire dataset. For a given
task, the unnormalized class weight w; for class ¢, which has n; labeled instances in the dataset, is

computed as:
N

W; =
! CTLZ

(6.1)

where N = > n; is the total number of labeled instances across all classes in that task, C' is the
number of classes for the task. For the symbol classification task, IV corresponds to the number of
nodes, while for segmentation and relationship classification tasks, N corresponds to the number of

edges in the dataset.

To prevent distortion of the overall loss magnitude, the weights are normalized such that their mean
across all classes is equal to one [27]. Let C' denote the total number of classes in the task. The

normalized weight w; for a task is then given by:

w;

=T = (6.2)
% Zj:l wj

Wy

Here, the normalization ensures that the average class weight is one across the entire training
dataset and the total weight sum is equal to the number of classes in the dataset. This preserves
the relative importance of each class while maintaining a consistent loss scale across datasets and
training configurations. By preventing excessive overweighting of rare classes or underweighting
of common ones, it mitigates the risk of vanishing or exploding gradients due to extreme class
imbalance. As a result, class weights derived in this manner are well-suited not only for balancing
training data through sampling, but also for use as «a coeflicients to weight the cross-entropy or

focal loss, introduced in the next subsection.

This weighting scheme is applied independently to segmentation, symbol classification, and rela-

tionship classification tasks. The resulting per-instance weights are used to adjust the sampling
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probabilities during mini-batch construction. Instead of uniformly sampling data points, training
instances are sampled with probabilities proportional to their assigned weights, allowing underrep-
resented classes to appear more frequently while reducing the dominance of overrepresented ones.
This sampling strategy ensures that the empirical distribution of classes seen during training more
closely approximates a balanced distribution, thereby improving generalization and reducing bias

toward majority classes.

Such weight-based sampling has been shown to be effective for addressing class imbalance in deep
learning, particularly in convolutional networks [18]. Mathematically, let {w;}}¥, denote the nor-
malized per-instance weights for a dataset of N samples. A training mini-batch is then constructed
by drawing indices ¢ € {1,..., N} independently from the categorical distribution using sampling

with replacement, defined by these weights:

P(i) = ———
v Zj‘vzle

6.3 Loss functions

In our work, we aim to utilize loss functions to further address class imbalance, and improve task-
specific learning within a multi-task framework for parsing mathematical and chemical diagrams.
As described in Chapter [4] the multi-task loss is defined over a batch of node queries @, and edge

queries Q. as:

‘C(Qm Qe) = Z 'CS(QH) + Z ('CM(Qe) + LR(Q@)) ’ (63)

(IneQn QEGQE
where Lg, Ly, and L denote the loss terms for (S)ymbol classification, primitive (M)erge or

segmentation, and (R)elationship classification, respectively.

All losses including standard cross-entropy, weighted cross-entropy, class-balanced, focal, are used in
place of Lg, Ly, and Lg, depending on the experimental setting. The final loss per batch remains
as given in Equation [6.3] with Lg, L, and Lg, instantiated as any of the loss variants described

below based on the configuration.

A summary of the final formulations for each loss function is provided in Table [6.1] to facilitate
direct comparison of their components and weighting strategies across tasks. We describe each of

them in detail below.
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Table 6.1: Summary of Loss Function Variants, Formulations, and Parameter Settings

Loss Type Final Formulation (per query q) Parameter Range
C
Cross-Entropy (CE) LEF(g) = — Z y; log p; -
i=1

—C
Weighted Cross-Entropy (WCE) | £WCF(q) = — Zwi yi log p; -
i=1

C
Class-Balanced (CB) L£9P(q) = = wP y;logpi, B € {0.9,0.99,0.999}
i=1
where wiCB = 117_5/311 normalized to mean 1
C
Focal Loss (FL) LEL(g) = — Z it T pi)"yi log(pi) , v € {0.5,1,2,3}
i=1 18] ZjeB At

with «; as normalized class weights w;

6.3.1 Cross-Entropy Loss

The standard categorical cross-entropy loss is used as a baseline, where the loss for each task is
computed using predicted softmax probabilities and one-hot encoded targets. It is defined for a

single query ¢ as: .
L(q) = = yilogp;, (6.4)
i=1

where C' is the number of classes, y; is the one-hot encoded target label for class 4, and p; is the

predicted probability for class 7, obtained after applying the softmax function to the model’s logits:

exp(z;)

C Y
2 j=16Xp(%))

pi =

where z; denotes the logit score for class i.

The total multi-task loss under this setting follows Equation |6.3| with each £; term (¢ € {S, M, R})
defined as L§'F.

6.3.2 Weighted Cross-Entropy Loss

Weighted Cross-Entropy (WCE) loss is a widely used strategy to mitigate the effects of class im-
balance in classification tasks. In standard cross-entropy, all classes contribute equally to the loss
function, which can result in poor performance on underrepresented classes when class distribu-
tions are highly skewed. WCE addresses this issue by assigning a weight w; to each class, thereby

amplifying or attenuating the contribution of each class to the total loss based on its frequency.
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The core idea is to give greater importance to rare classes by assigning them higher weights, and to
reduce the influence of frequent classes by assigning them lower weights. This forces the model to
attend more to misclassified examples from rare classes, helping to prevent the model from being

biased toward majority classes.

Mathematically, the WCE loss is defined as:

c
LYV (q) = - Z w; Yi log pi, (6.5)
i=1

where, w; are normalized class weights. The weights w; are computed from inverse class frequencies

and normalized as described in Equation [6.2] to ensure a stable loss scale.

The use of WCE is particularly useful when the class distribution exhibits a long-tail behavior, as
is often the case in symbol classification, segmentation, and relationship classification in diagram
parsing. Without reweighting, the model would tend to optimize primarily for the head (majority)

classes, often neglecting the tail (minority) classes, leading to poor generalization on rare categories.

The multi-task loss in Equation [6.3]is instantiated with Lg, L7, and L corresponding to weighted
cross-entropy terms £}VCF for each task t € {S, M, R}.

6.3.3 Class-Balanced Loss

Class-balanced loss [86] addresses long-tailed class distributions by reweighting the standard cross-

entropy loss using the effective number of samples in each class. The effective number F; captures

the diminishing returns of additional samples as class size increases, motivated by the observation
that the utility of each new sample grows logarithmically rather than linearly. Unlike inverse-
frequency weighting used in weighted cross-entropy loss, which can assign disproportionately large
weights to very rare classes, class-balanced loss provides a smoother and more stable adjustment.
This promotes better generalization in the presence of severe class imbalance. The effective number

is defined as:

— n;
EZ:1 B )
1-p

where n; is the number of samples in class 4, and 5 € [0,1) is a hyperparameter that controls the

(6.6)

degree of weighting.
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Typical values for § range from 0.9 to 0.999. Smaller values (e.g., 8 = 0.9) provide modest class
reweighting, while larger values (e.g., 5 = 0.999) apply stronger emphasis on rare classes. In our
experiments, we explore multiple settings as shown in Table [6.1 with higher values favored due to
the extreme skew observed in class distributions (e.g., Figure .

Using this, the unnormalized class-balanced weights are:

1 1-—
WP = — B

To ensure stable training and a consistent loss scale, these weights are normalized using the same
strategy defined in Equation yielding normalized weights wic B such that their mean across all

classes is equal to one.

The class-balanced loss for a single query, Etc B adopts the same formulation as Equation with
the normalized class weights w; replaced by wic B The corresponding multi-task loss for a batch
follows Equation with each task-specific term £; (where ¢ € {S, M, R}) instantiated as £

using class-balanced weights.

6.3.4 Focal Loss

Focal loss |66] was originally developed to address class imbalance in dense object detection by
reducing the loss contribution from well-classified examples. It modifies the standard cross-entropy
loss with a modulating factor (1 — p;)?, where p; is the predicted probability for class i, and ~ is a

focusing parameter that emphasizes harder, misclassified examples.

The modulating factor (1 — p;)? down-weights the loss contribution from well-classified examples
(where p; is high) and amplifies it for misclassified ones (where p; is low). This encourages the
model to focus on hard, uncertain predictions, which are typically associated with rare or ambiguous

classes, thereby improving robustness in imbalanced training scenarios.

We evaluated focal loss with v € {0.5, 1.0, 2.0, 3.0}, covering a spectrum from mild to strong
focusing on hard examples (see Table . Lower values (e.g., v = 0.5) reduce the influence of
easy examples moderately, while higher values (e.g., v = 3.0) sharply down-weight well-classified
examples and emphasize misclassified ones. These configurations allow us to explore the balance

between robustness to class imbalance and gradient stability.

To address both class imbalance and overconfidence on frequent classes, we adopt the a-balanced



CHAPTER 6. VISUAL NOISE AND LOSS FUNCTIONS 167

variant of focal loss. This combines focal weighting with normalized class weights a; = w;, computed

using the strategy described in Equation [6.2} The loss for a single query is defined as:

C
L (g) = = ai(1 = p;)yilog(ps), (6.8)
=1

where y; is the one-hot target label and C' is the number of classes.

This formulation builds on the weighted cross-entropy loss (Equation [6.5)) by down-weighting confi-
dent predictions and focusing more on misclassified or ambiguous inputs. The class weights «; act
similarly to those in class-balanced loss, but the focal factor provides an additional mechanism to

reduce bias from easy, high-frequency classes.

To ensure training stability and prevent gradient magnitudes from being dominated by large weights
in rare classes, we normalize the focal loss using the mean of class weights in the current batch. Let
B denote the batch of training samples, and ay; denote the weight for the ground truth class ¢; of

sample j. The normalized focal loss becomes:

C
i(1 = pi)Vy; log(pi)
£ g) = - 30 %l (6.9)
; ﬁ > jeB O

The final multi-task focal loss is computed using the general loss aggregation in Equation [6.3] with
each task-specific loss term L£; (t € {S, M, R}) defined as £I'F using the focal loss formulation in

Equation [6.9]

6.4 Loss Aggregation

While the choice of loss function directly affects learning within each individual task, multi-task
performance also depends on how the losses from different tasks are aggregated during optimization.
In our framework, symbol classification, segmentation (merge detection), and relationship classifi-
cation are trained jointly, each with a task-specific loss term £; for ¢ € {S, M, R}. However, naively
summing these losses can lead to unbalanced training, especially if one task dominates the overall

loss due to imbalanced gradient magnitudes.

To address this, we investigate aggregation strategies that aim to balance the gradient contributions
across tasks, stabilize multi-task optimization, and encourage uniform performance improvements.

Specifically, we evaluate two aggregation approaches for the primary task losses.
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The first is a direct summation:

Lprimary = Z Et (6 10)
te{S,M,R}

where Lg, Ly, and Lp are the individual losses for symbol classification, segmentation (merge
detection), and relationship classification, respectively. This approach treats all tasks equally and
assumes their loss scales are comparable. While simple and widely used, this approach may bias

training toward tasks with larger loss magnitudes, leading to suboptimal learning for other tasks.

Complemented Harmonic Mean Aggregation. To address disparities in loss magnitudes
across tasks and promote balanced attention to difficult and easy tasks, we adopt a complemented
harmonic mean (CHM) strategy for aggregating the three primary task losses. This method adapts
the harmonic mean to emphasize high-loss tasks, counteracting the bias of the standard harmonic

mean which naturally prioritizes low-loss terms.

For each task ¢t € {S, M, R}, we begin by normalizing the batch loss using the total loss across all

three primary tasks:

L@
= L@

This step ensures that the losses are brought to a common scale and sum to 1. Next, we compute

(6.11)

the complemented harmonic mean over the complements of these normalized losses:
-1

1
poam =1 —3- > 7 (6.12)
te{S,M,R} =t

By applying the harmonic mean to 1 — £;, we invert the standard behavior: tasks with higher
normalized losses (i.e., harder tasks) now dominate the aggregation. This reversal ensures that
high-loss tasks receive more attention during training, counteracting the tendency of traditional
harmonic mean to emphasize already well-performing objectives. To preserve the original loss
directionality and obtain a total scalar loss, we apply a final complement to the harmonic value as
shown in Equation [6.12} To retain scale sensitivity to the absolute task losses, we reintroduce the
sum of unnormalized losses as a multiplicative term. The final complemented harmonic mean loss

is defined as: .

Loam=|1-3-| > L Y Ly (6.13)

te{S,M,R} 1= Ly te{S,M,R}

This formulation maintains the bounded nature of the aggregation term (between 0 and 1), while

adaptively emphasizing tasks with higher normalized losses. By scaling this term with the sum
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of raw task losses, we preserve meaningful gradient magnitudes for optimization. The result is
a dynamic, scale-aware aggregation strategy that balances training across tasks without requiring

manual weighting or hyperparameter tuning.

Unlike the arithmetic sum, which can lead to disproportionate dominance by tasks with large ab-
solute losses, the complemented harmonic mean (CHM) moderates this effect by incorporating
normalization. This prevents any single task from overwhelming the optimization process, while
still directing focus toward underperforming objectives. CHM thus promotes more equitable con-

vergence across tasks, especially in imbalanced or multi-objective settings.

This approach provides an implicit balancing mechanism that adaptively adjusts the relative impor-
tance of tasks based on their current loss magnitudes. CHM gives underperforming tasks sufficient
attention without entirely suppressing better-performing ones, allowing training to progress more
uniformly across tasks. Unlike weighted summation, CHM achieves this without requiring explicit
hyperparameter tuning for task weights, making it both principled and practically convenient for

multi-task learning.

Our adoption of this strategy is inspired in part by recent work on harmonic loss in single-task
settings [9], where Baek et al. propose a novel loss function based on harmonic softmax Their
approach promotes scale-invariant and interpretable convergence, and improves data efficiency in
low-resource settings. While we do not replace cross-entropy with harmonic loss at the individual
task level, we are motivated by the broader insight that harmonic formulations can improve multi-
task learning through balanced aggregation. In our case, rather than redefining the loss for each

task, we apply harmonic reasoning at the inter-task aggregation level.

6.5 Evaluation and Results

This section presents experiments evaluating the methods introduced in the preceding sections, ad-
dressing RQ4, which asks whether robustness and generalization in visual parsing can be improved
through noise augmentation and class imbalance mitigation. We study two complementary inter-
ventions: (1) structural and visual noise augmentation during training, and (2) loss reweighting

techniques for handling class imbalance across symbol, relationship, and segmentation tasks.

The datasets, evaluation metrics, and implementation setup remain consistent with those described
in the previous chapter (Chapter [5)). To ensure consistent comparisons, we adopt a fixed baseline

configuration of control variables for all experiments, summarized in Table [6.2] This configuration
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reflects the best-performing settings identified in the previous chapter, including optimal input graph
representations, primitive extraction methods, input feature sizes, spatial pooling regions, backbone

encoder, and EGATv2 architecture for each domain.

6.5.1 Noise Augmentation

As described in Section [6.1} we simulate real-world degradations through two types of synthetic
noise during training: (1) structural noise, (2) visual noise and (3) combination of both noise types.
Models are trained with and without these augmentations and evaluated on both clean and synthetic
noisy test images. To evaluate generalization under degraded conditions, we apply synthetic noise
to test samples using the same augmentation procedures as in training. Each primitive window
(consisting of both query and context windows) is independently subjected to two types of noise:
structural noise and visual noise, each applied with a probability of 0.5. This means that for each
primitive, structural noise (e.g., random splits) and visual noise (e.g., blur, salt-and-pepper) may
be applied individually, jointly, or not at all. As a result, the noisy test set contains a heterogeneous
mixture of samples—some clean, some with isolated noise, and others with overlapping degradations.

Clean test images are also retained to assess any trade-offs in performance due to augmentation.

Discussion. Models trained without augmentation performed well on clean images, achieving
high Fl-scores across all tasks. However, their performance deteriorated sharply under noisy condi-
tions, with the most pronounced failures in expression-level accuracy, which dropped to zero due to
cascading errors in symbol and relationship classification. Structural noise disrupted spatial graph

integrity, while visual noise degraded the visual clarity of primitives, compounding the parsing

Table 6.2: Baseline configuration showing control variables for math and chemistry experiments.

Control variables Math Chemistry
Symbol classes 207 67

Edge classes 9 2 (Indigo) / 3 (RDKIT)
Segmentation classes 2 2

Input primitives CCs Line primitives
Input graph LOS graph 6NN graph
Feature size 64 x 64 32 x 32
Pooling regions 31 (1, 3H, 3V, 5H, 5V, TH, 7V) 17 (1, 3H, 3V, 5H, 5V)
Backbone encoder ResNeSt ResNeSt

EGATV2 configuration 2 stage 2 hops 2 stage 2 hops
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Table 6.3: Impact of noise-augmented training on parsing performance under different test con-
ditions on the InftyMCDB-2 dataset (6,830 formulas). Fl-scores are reported for symbols and

relationships, and file-level structure and expression (structure + class) accuracy rates are reported.

Symbols Relationships Expressions
Detect. +Class Detect. +Class Structure +Class

Clean test images

No augmentation 99.31 97.65 97.18 96.45 92.21 87.99
Structure augmentation 99.35 97.61 97.12 96.42 92.40 88.10
Visual augmentation 99.28 97.78 97.25 96.58 92.50 88.30
Structure+Visual augmentation 99.40 97.90 97.40 96.75 92.70 88.60

Synthetic noisy images

No augmentation 96.02 80.11 78.45 78.32 0.00 0.00
Structure augmentation 98.95 89.32 85.60 85.40 39.70 34.25
Visual augmentation 98.30 95.12 94.80 94.71 62.70 54.23
Structure+Visual augmentation 99.11 96.80 96.15 96.08 78.45 71.36

Table 6.4: Impact of noise-augmented training on parsing performance under different test condi-
tions on the USPTO test set. Fl-scores are reported for symbols and relationships, expression-level

structure and classification rates, and the percentage of exact SMILES string matches.

Symbols Relationships Expressions Exact SMILES
Detect. +Class Detect. +Class Structure +Class (%)
Clean test images

No augmentation 99.90 99.86 99.02 99.02 52.54 52.02 89.04
Structure augmentation 99.91 99.83 99.00 99.00 52.61 52.09 89.05
Visual augmentation 99.88 99.87 99.05 99.05 52.65 52.20 89.12
Structure+Visual augmentation 99.92 99.88 99.06 99.06 52.68 52.31 89.20

Synthetic noisy images
No augmentation 96.12 82.32 79.40 79.40 0.00 0.00 0.00
Structure augmentation 99.02 90.42 86.20 86.20 26.40 22.30 63.80
Visual augmentation 98.48 96.25 95.00 95.00 35.15 30.45 70.10
Structure+Visual augmentation 99.18 97.12 96.28 96.28 47.20 44.55 74.95

difficulty.

Training with structural augmentation alone mitigated these failures to some extent, improving
noisy-test symbol and relationship Fl-scores by over 7% in math and chemistry, and recovering
partial structure and expression correctness. Visual augmentation yielded substantially greater
robustness in both domains, improving symbol classification and relationship classification by over

14% under noise.
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Combined structural and visual augmentation consistently provided the best generalization. In
math, noisy-test expression recognition (structure + classification) improved by over 71% compared
to the unaugmented model, with less than a 1% drop in clean test accuracy. In chemistry, a similar
pattern was observed: expression structure and classification accuracy rose from 0% to 44.55%, and
exact SMILES match increased from 0% to 74.95%.

These results suggest that the parser is highly sensitive to noise in both input modalities: graph
structure and visual appearance, but can be effectively regularized through targeted augmentations.
Notably, visual noise appears to have a greater impact on robustness than structural noise alone.
Expression-level correctness serves as a useful summary metric, revealing the compounded effects
of upstream recognition errors, while SMILES accuracy provides a downstream validation of graph
fidelity in the chemical domain. Overall, joint augmentation yields the most balanced model across

both domains, capable of handling clean and degraded inputs with high accuracy.

6.5.2 Class Imbalance

As described in Section [6.2] class imbalance poses a consistent challenge across all three parsing
tasks: symbol classification, segmentation, and relationship detection. Skewed class distributions
lead to undertraining of rare classes, degrading generalization and stability during learning. To
mitigate this, we evaluate several loss functions designed to rebalance gradients by emphasizing

underrepresented classes.

We compare the following loss formulations: standard cross-entropy (CE), weighted cross-entropy
(WCE), class-balanced loss (CB), and focal loss (FL). Each loss is applied uniformly across the
symbol, segmentation, and relationship heads, with task-level losses combined using the default
summation strategy. Note that all models in this experiment are trained with the combination
of both structural and visual noise augmentations, as described in the previous setup. However,
evaluation is performed exclusively on clean test images to isolate the effects of class imbalance

handling.

Discussion. Among the reweighting strategies, class-balanced (CB) loss consistently improved
performance across tasks in both mathematical and chemical domains. Performance improved
monotonically with higher values of 8: the strongest gains were observed with 8 = 0.999, which
outperformed both f = 0.9 and 0.99 in symbol, relationship, and expression-level metrics. In

math, expression structure+class accuracy increased from 88.60% (CE) to 89.40% with 5 = 0.999,
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Table 6.5: Comparison of different loss functions on parsing performance for the InftyMCDB-2 test
data. Fl-scores are reported for symbol and relationship prediction, and file-level structure and

structure+-class accuracy for expressions.

. Symbols Relationships Expressions
Loss Function
Detect. +Class Detect. +Class Structure +Class

Cross-Entropy (CE) 99.40 97.90 97.40 96.75 92.70 88.60
Class-Balanced Loss

B=0.9 99.43 98.00 97.50 96.90 92.85 88.90

B =0.99 99.47 98.30 97.80 97.20 93.00 89.20

B =0.999 99.50 98.40 97.90 97.25 93.10 89.40
Weighted CE 99.52 98.50 98.00 97.30 93.20 89.90
Focal Loss

v=0.5 99.55 98.94 98.20 97.85 94.13 91.75

y=1 99.53 98.70 98.05 97.40 93.60 90.10

y=2 99.35 98.20 97.20 96.70 91.50 86.50

vy=3 99.25 98.00 96.90 96.30 90.60 84.70

Table 6.6: Comparison of different loss functions on parsing performance for the USPTO test
set. Fl-scores are reported for symbol and relationship prediction, expression-level structure and

classification accuracy, and exact SMILES match percentage.

. Symbols Relationships Expressions Exact SMILES
Loss Function
Detect. +Class Detect. +Class = Structure -+Class (%)
Cross-Entropy (CE) 99.92 99.88 99.06 99.06 52.68 52.31 89.20
Class-Balanced Loss
B8=0.9 99.91 99.87 99.08 99.08 52.72 52.36 89.30
B =0.99 99.91 99.88 99.10 99.10 52.76 52.40 89.40
B = 0.999 99.92 99.89 99.11 99.11 52.78 52.45 89.50
Weighted CE 99.92 99.89 99.14 99.14 52.95 52.65 89.70
Focal Loss
v=0.5 99.92 99.89 99.20 99.20 53.45 53.22 91.99
y=1 99.90 99.86 99.14 99.14 53.00 52.70 90.75
=2 99.85 99.80 99.00 99.00 52.40 51.65 88.60
v=3 99.78 99.74 98.88 98.88 51.85 51.10 87.45

and relationship classification improved from 96.75% to 97.25%. In chemistry, similar gains were
observed: structure+class accuracy rose from 52.31% to 52.45%, and exact SMILES match improved
from 89.20% to 89.50%. This trend reflects the effect of extreme class imbalance, where stronger

reweighting is needed to ensure sufficient learning for rare classes.

This pattern continues with inverse-frequency weighting, used in the Weighted Cross-Entropy (WCE)

setting, which can be interpreted as the limiting case of class-balanced loss as 8 — 1. WCE pro-
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vided even better results in both domains, particularly in expression-level metrics: structureclass
accuracy rose to 89.90% in math and 52.65% in chemistry, while SMILES accuracy increased to
89.70%. These results suggest that direct inverse-frequency weighting may be more effective under

high imbalance, especially when class distributions are extremely skewed.

Focal loss yielded the best overall performance. With a moderate focusing parameter (y = 0.5), the
model achieved the highest Fl-scores for symbol and relationship classification in both datasets.
In math, this resulted in a +3.15% improvement in expression-class accuracy over CE; in chem-
istry, it improved structure+class accuracy to 53.22% and SMILES match to 91.99% —the highest
observed. These results highlight focal loss’s ability to emphasize informative, harder examples
while suppressing overrepresented classes. However, higher values of v (e.g., v = 2 or 3) sharply re-
duced performance. This is likely because excessive down-weighting of easy examples can destabilize
learning and lead to undertraining on frequent but important classes, especially in multi-task set-
tings where the learning signal must remain balanced across segmentation, symbol, and relationship
tasks. As v increases, the model becomes overly focused on rare or ambiguous examples, resulting
in poorer generalization and lower expression-level accuracy. For instance, at v = 3, structure+-class

accuracy dropped by 4-5% and SMILES accuracy fell to 87.45% in chemistry.

Overall, focal loss (v = 0.5) provided the best trade-off between rare-class emphasis and optimiza-
tion stability, followed by WCE and CB loss with = 0.999. These findings confirm that under
extreme imbalance, stronger reweighting—either via high-8 CB loss or inverse-frequency weight-
ing—substantially improves parsing accuracy, particularly at the expression level, by improving
learning on rare symbols, relationships, and segments. Focal loss offers the combined benefits of
class-aware reweighting and difficulty-based modulation. The base term implicitly incorporates
a class-balancing effect (through normalization across predictions), while the modulating factor
(1 — p.)7 selectively emphasizes hard, misclassified examples. This dual mechanism enables focal
loss to adaptively prioritize both minority classes and ambiguous samples, making it particularly

well-suited for multi-task visual parsing under heavy class imbalance.

Error Analysis (Math). Figures and provide a comparison of node- and edge-level
error patterns between models trained with cross-entropy (CE) loss and focal loss (7 = 0.5) on the
Infty MCDB-2 test set. At the node level (Figure, the CE model shows frequent misclassifications
of visually similar symbols such as minus and equal, equivalence, and dot and ldots, comma,
semicolon. The focal loss model reduces the overall frequency of these errors, suggesting improved

disambiguation through targeted weighting of difficult examples.
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Figure 6.5: Node-level error analysis comparing two models (see Table on the InftyMCDB-
2 test set: (a) trained with standard cross-entropy (CE) loss, and (b) trained with Focal loss,
v = 0.5 (truncated at right for space). The Focal loss variant shows reduced frequency of common

misclassification errors, particularly for similar symbols such as minus and equal

This reduction in symbol-level confusion propagates to edge-level improvements as seen in Figure[6.6]
Errors related to HORIZONTAL relationships between minus primitives or between equal components
are frequent in the CE model due to the symbol-level ambiguity. The focal loss model demonstrates

fewer such mistakes.

These results align with quantitative findings in Table where focal loss achieved the highest
F1-scores for both node and edge predictions. The improvement stems from focal loss’s ability to

suppress overrepresented classes while emphasizing uncertain, misclassified instances.

Error Analysis (Chem). Figures and show node- and edge-level error distributions on
the USPTO test set for models trained with cross-entropy (CE) loss and focal loss (y = 0.5). At
the node level (Figure , both models show dominant misclassifications involving the Single
line primitive and symbols such as 4, N, b. These confusions arise in part due to the visual
simplicity of Single lines and high class frequency in the dataset as described in Chapter 5| The

model trained with focal loss exhibits a reduction in these errors, especially in the top-ranked
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Figure 6.6: Edge-level error analysis comparing two models (see Table on the InftyMCDB-
2 test set: (a) trained with standard cross-entropy (CE) loss, and (b) trained with Focal loss,
~ = 0.5. The Focal loss variant reduces the frequency of edge errors linked to propagated symbol

misclassifications, such as confusion between minus and equal

categories. This improvement can be attributed to the class-balancing behavior implicit in focal
loss: by down-weighting the contribution of easy, high-frequency examples like correctly classified
Single lines, and up-weighting harder, less frequent misclassifications, the model is encouraged to
devote more learning capacity to discriminating between ambiguous cases. As a result, it is better
able to differentiate between actual Single primitives and visually similar strokes belonging to other

symbol categories, leading to improved node classification performance under class imbalance.

At the edge level (Figure , both models struggle with missed connections involving Single lines.
The most frequent errors correspond to failed detection of bonds between two Single primitives or
between a Single line and atom primitives like H or N. These errors are often downstream effects of
incorrect node predictions, but can also result from local ambiguity in line proximity and direction.

The focal loss model shows reduced error counts in the top two edge categories.

However, many of these missing edge connections are ultimately corrected during postprocessing,
when bond multiplicity is inferred by merging adjacent Single lines into double or triple bonds. This

suggests a representational limitation of the primitive-level visual graph: many true edges are not
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Figure 6.7: Node-level error analysis comparison between two models on the USPTO test set:
(a) trained with standard cross-entropy (CE) loss, and (b) trained with Focal loss, v = 0.5 (see

Table . Single line and ‘4’ are the most frequent sources of error in both models; however,

the Focal loss model reduces the errors slightly.

explicit in the prediction graph, but instead recovered during symbolic graph construction. Future
work could explore models that operate on a more semantically-aligned graph structure, closer to
the final merged molecular graph, in order to reduce dependence on postprocessing heuristics and

better align the learning signal with the final output structure.

6.5.3 Loss Aggregation

We evaluate two strategies for combining task-specific losses: (1) a simple summation and (2) a com-
plemented harmonic mean (CHM), as described in Section While summation (Equation [6.11))
offers a straightforward baseline, it may allow one task with high loss magnitude to dominate train-
ing. In contrast, CHM aggregation (Equation [6.13) normalizes and complements individual task

losses to emphasize underperforming tasks and promote balanced convergence.
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Figure 6.8: Edge-level error analysis comparing models trained with (a) standard cross-entropy
(CE) loss and (b) Focal loss, v = 0.5 on the USPTO test set (truncated at right for space). In

both models (see Tabl, the most frequent edge errors involve missed connections between pairs

of Single lines, as well as between Single lines and atom primitives such as H and N. The model

trained with Focal loss reduces the frequency of such errors across the top 2 cases.

Table 6.7: Evaluation of loss aggregation strategies—summation (Sum) and complemented harmonic
mean (CHM)—under different loss function conditions on the InftyMCDB-2 test dataset. F1-scores

are reported for symbol and relationship detection and classification, and expression-level structure

and structure+-class accuracy.

Model Aggregation Symbols Relationships Expressions
Detect. +Class Detect. +Class Struct. +Class
CE Loss Sum 99.40 97.90 97.40 96.75 92.70 88.60
CHM 99.50 98.70 98.05 97.65 93.80 90.80
Focal Loss (y=0.5,a=1) | Sum 99.51 98.80 98.00 97.60 93.30 89.00
CHM 99.53 98.91 98.17 97.78 94.05 91.55
Focal Loss (y=10.5, a =w) | Sum 99.55 98.94 98.20 97.85 94.13 91.75
CHM 99.24 98.75 97.83 97.56 93.92 90.98

To assess the interaction between loss aggregation and class imbalance handling, we evaluate both

aggregation methods under three loss function conditions: (1) standard cross-entropy (CE), (2) focal
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Table 6.8: Evaluation of loss aggregation strategies—summation and complemented harmonic mean
(CHM)—on the USPTO test dataset under different loss function conditions. Fl-scores are re-
ported for symbol and relationship detection and classification, expression-level structure and struc-
ture+class accuracy, and exact SMILES match. The class weights w used for a-balanced focal loss
are defined in Equation @

Loss Function Aggregation Symbols Relationships Expressions SMILES
Detect. +Class Detect. +Class Struct. +Class Exact (%)
CF L Sum 99.92 99.88 99.06 99.06 52.68 52.31 89.20
%8 CHM 99.92 99.89 99.13 99.13 53.15 52.80 90.10
Sum 99.92 99.88 99.17 99.17 53.22 52.95 90.90

Focal (v =0.5, a=1)
CHM 99.92 99.89 99.19 99.19 53.43 53.19 91.97
Sum 99.92 99.89 99.20 99.20 53.45 53.22 91.99

Focal (v=0.5, a = w)
CHM 99.91 99.88 99.18 99.18 53.40 53.18 91.90

loss without class weighting (v = 0.5, @ = 1), and (3) focal loss with normalized inverse-frequency
weighting (v = 0.5, @ = w). The class weights w are defined in Equation

This evaluation allows us to isolate the effects of aggregation from those of loss-level reweighting.
In particular, because CHM is a balancing mechanism, applying it alongside another form of loss
balancing, such as a-weighted focal loss, may lead to overcorrection or over-penalization on easy
or frequent classes. All experiments are conducted on both the USPTO and InftyMCDB-2 test
datasets, with results summarized in Table [6.8]

Discussion. Across both datasets, complemented harmonic mean (CHM) aggregation consistently
improves or maintains performance relative to simple summation, especially under standard CE loss

and non-a-balanced focal loss settings.

On the USPTO dataset, CHM yields notable improvements in expression-level metrics over sum-
mation: for CE loss, it increases structure+class accuracy by +0.49% and exact SMILES match by
+0.90%; for focal loss with v = 0.5, « = 1, CHM improves structure+class by +0.24% and SMILES
by +1.07%. Similar trends are observed in the InftyMCDB-2 results, where CHM improves ex-
pression structure+class accuracy by +2.2% over CE with summation and by +2.55% over focal
loss (v = 1) with summation. These gains demonstrate CHM’s ability to dynamically emphasize

underperforming tasks, particularly when no explicit class-based loss reweighting is applied.

However, in the a-balanced focal loss condition (y = 0.5, = w), CHM slightly underperforms
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compared to summation in expression-level accuracy for both datasets. For instance, on USPTO, the
expression+class accuracy drops by 0.04%, and on InftyMCDB-2, it drops by 0.77%. This suggests
that combining two balancing mechanisms—CHM and focal loss with strong class weighting—may
lead to over-penalization of well-classified examples, increased optimization instability, or reduced

generalization.

Also, expression-+class accuracy with CHM and unweighted focal loss (o« = 1) is nearly equivalent
to that achieved by summation with weighted focal loss (& = w) on both datasets. This suggests
that CHM aggregation may act as a substitute for class-based loss weighting by adaptively shifting
gradient focus toward underperforming tasks during optimization. In effect, it mimics the role of the
« parameter in focal loss without requiring explicit class frequency statistics, thereby reducing the
need for an additional parameter. This makes CHM a promising direction for achieving balanced

multi-task optimization with fewer tunable components.

These results imply that CHM may be useful not only as a task-level aggregation strategy, but
potentially also as an intra-task loss formulation to replace or complement CE and focal losses
themselves. Future work could explore CHM-style objectives at the individual task level to unify

task and class balancing under a common, adaptive formulation.

Overall, we find that CHM aggregation provides the most benefit in settings without explicit class
reweighting and can serve as a lightweight, hyperparameter-free method to enhance task-level bal-

ance in multi-objective learning frameworks.

6.5.4 Benchmarks

We evaluate our best-performing model configuration—EGATv2 with two stages, two-hop message
passing, contour-based visual primitives, structural and visual noise augmentation, and focal loss
with v = 0.5 and o = w as defined in Equation [6.2] on several benchmark datasets across math and

chemistry domains.

Datasets and Metrics

For mathematical formula parsing, we use both handwritten and typeset sources, while for chemical
diagram parsing, we focus on chemical structure recognition from synthetic and scanned images.

The datasets and evaluation metrics are summarized below.
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(Math) Handwritten Formulas: CROHME 2019. To evaluate handwritten formula parsing,
we use the CROHME 2019 dataset [73,85], which contains expressions captured as online ink data
in InkML format. Each InkML file encodes (x,y) stroke sequences with associated symbol group-
ings, where pen-down and pen-up events define individual strokes. CROHME 2019 provides 9,993
training, 986 validation, and 1,199 test expressions spanning 101 symbol classes and 7 relationship

classes: Right, Sup, Sub, Above, Below, Inside, and NoRelation.

We render each stroke sequence as a binary image at its original resolution to produce raster inputs
compatible with our parsing model. In our pipeline, each stroke is treated as a visual primitive and
processed to extract contours using an adaptive dilation-based preprocessing method. Specifically,
we compute the tight bounding box of each stroke and render it onto a locally padded canvas.
We then apply dilation using a square kernel whose size and number of iterations are determined

dynamically. The kernel size k is computed as:

) H W\ 10
k = clip <max (W’H) N 2, 4)

and the number of iterations is given by:

10
iterati =cliplk-—, 2, 3
iterations = clip ( N 2 )

where H and W are the height and width of the image, NV is the number of primitives, and 10 is a
target primitive count. The function clip(x, a, b) constrains z to lie within the range [a, b], defined
as:

clip(z, a, b) = min(max(z, a), b)

This adaptive dilation helps stabilize contour extraction across varying image shapes and primitive
counts. This approach ensures that dilation is stronger for sparse images with fewer primitives and
adapts based on shape and resolution, improving the robustness of contour extraction across varied

stroke layouts.

We evaluate the models on this dataset using expression level metrics, i.e. expression structure and

structure--classification rates.

(Math) Typeset Formulas: Im2Latex-100K. I[m2Latex-100K [30] is a large-scale dataset of
mathematical expressions collected from LaTeX sources in academic papers. It contains 103,556 dis-
tinct LaTeX math equations and their corresponding rendered images. The formulas are extracted
from over 60,000 LaTeX documents in the 2003 KDD Cup dataset filtered to retain expressions with
40 to 1024 characters. A subset of over 100K formulas that successfully compile in vanilla LaTeX
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are rendered using pdflatex and converted to 200 DPI PNG images. The final dataset contains
83,883 training, 9,319 validation, and 10,354 test expressions. Each rendered image is a full-page
scan (1654 x 2339 resolution), where the formula may occupy only a small region of the page. Thus,
preprocessing is required to crop and normalize the region containing the actual formula before

input to the model.

We use our best model trained on the InftyMCDB-2 dataset—the sixth row in Table [6.5] corre-
sponding to Focal loss with v = 0.5 and a = w, for inference on the Im2Latex-100K test set directly
without re-training. This decision was made for two reasons: first, to demonstrate the generalization
capacity and data efficiency of our model when trained on a smaller but curated typeset dataset;
and second, time constraints and computational cost required for full retraining and hyperparameter

tuning on the substantially larger Im2Latex-100K collection.

To evaluate model performance on the Im2Latex-100K dataset, we use the text and image-based

metrics defined in the original paper [30]:

1. BLEU-4 Score: Measures the n-gram overlap (up to 4-grams) between the predicted LaTeX

sequence and the ground truth after normalization [96].

2. Edit Distance Accuracy: Computed as

EditDist(g, y)
max(|g], |y|)

where y and y denote the predicted and ground truth LaTeX sequences, respectively, and
EditDist(-) refers to the Levenshtein distance—the minimum number of single-character in-
sertions, deletions, or substitutions required to transform one string into the other. This
metric captures partial correctness by quantifying the similarity between sequences at the

token level, normalized by the length of the longer string.

3. Image Match Accuracy: The proportion of samples where the rendered output of the
predicted LaTeX sequence (Z) is visually identical to the rendered ground truth image (z).
We also report a relaxed version of this metric where differences in whitespace columns are

ignored, following [30].

Chemical Diagram Datasets. We evaluate chemical diagram parsing using two public bench-

mark datasets that cover both synthetic and real document raster images:
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e USPTO (Indigo) |101]: This dataset consists of 5,719 synthetic images of chemical structures
rendered from SMILES strings using the Indigo cheminformatics toolkit. The images are clean
and uniformly generated, making the dataset suitable for controlled evaluation of parsing
accuracy on noise-free molecular diagrams. There are 37 unique SMILES characters in this

dataset.

e CLEF-2012 |99]: This dataset contains 992 raster images of chemical compounds extracted
from scanned US patent documents. It represents a more realistic benchmark with noisy
backgrounds, varied rendering styles, and document-level artifacts. As such, it serves to
evaluate model generalization to real-world degradation and variability. There are 71 unique
SMILES characters in this dataset.

For both datasets, the evaluation metric is Exact SMILES Match Accuracy. This metric
compares the predicted SMILES string § generated from the parsed graph against the ground truth
SMILES string s. A prediction is considered correct if the canonicalized forms of § and s are

identical, accounting for valid structural equivalence despite differences in notation.

Data Efficiency Metrics. To assess model efficiency, we report the amount of training data
required to achieve each 1% absolute accuracy gain, measured in molecules per 1% SMILES match
accuracy for chemistry, and expressions per 1% BLEU-4 score for math (Im2Latex-100K). This
metric provides insight into how effectively each model learns from data and demonstrates our

method’s ability to generalize with fewer training examples.

Our architecture is also computationally lightweight, with approximately 4.45 million parameters,
substantially smaller than transformer-based baselines such as MolScribe [100] and SwinOCSR [146]
(each exceeding 88 million parameters), or HybridViT [59] with 51 million parameters, as summa-
rized in Table[5.8] This compact design enables faster training, reduced memory consumption, and

greater scalability to resource-constrained or low-data settings.

Results and Discussion

Handwritten Math Formula Parsing (CROHME 2019). Table presents benchmark
results on the CROHME 2019 test set. Our proposed model (EGATvV2) achieves an expression
recognition rate (ExpRate) of 49.54%, with structure-only recognition accuracy of 73.79%. While
these results fall below those of encoder-decoder models such as USTC-iIFLYTEK 73] (ExpRate
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Table 6.9: Benchmark results on the CROHME 2019 test set. We report expression structure+class
rate (ExpRate), which reflects correct structure as well as symbol and relation classes. The columns
< 1 and < 2 report expression-level accuracy allowing at most 1 and 2 symbol or relation errors,
respectively. The final column (Structure) measures structure-only recognition accuracy, irrespective

of symbol and relation labels.

Model Category  Model Expressions (Structure + Class)  Expressions
ExpRate <1 <2 (Structure)
MyScript 79.15 86.82 89.82 90.66
Rule-based Samsung 79.82 87.82 89.15 89.32
TUAT 56.88 71.89 76.31 70.73
MathType 60.13 74.40 78.57 79.15
USTC-iIFLYTEK 80.73 88.99 90.74 91.49
Encoder-decoder
PAL-v2 62.55 74.98 78.40 79.15
ICAL 60.51 78 84.63 —
QD-GGA 40.65 60.01 64.96 60.22
Graph outputs GETD 54.13 - B 3
GGM-EGAT 60.72 71.14 76.73 83.74
Ours (EGATv2) 49.54 66.17 73.92 73.79

80.73%) and MyScript |73] (79.15%), our model is competitive with prior graph-based systems,
outperforming QD-GGA [72| and approaching the performance of GETD [122] and GGM-EGAT
[141].

The performance gap can be reduced by specifically tuning hyperparameters for the CROHME
dataset. We use the same architecture and hyperparameters optimized for the InftyMCDB-2 dataset,
which consists of clean binary typeset mathematical formulas rendered from LaTeX. In contrast,
CROHME images are derived from online handwritten ink traces, exhibiting greater variability in
stroke thickness, placement, and spacing. These changes in the proximity and overlapping nature of
handwritten strokes may require feature sizes and pooling regions to be re-tuned for the CROHME

dataset.

In our error analysis, we observe that many recognition errors arise from visually similar symbol
confusions such as ‘1’ vs. ‘1’, ‘4" vs. ‘j’, or ‘@’ vs. ‘a’. These errors suggest that incorporating

additional contextual features could improve disambiguation.

As a future direction, our visual primitive extraction pipeline could be applied on CROHME dataset
to derive line-based primitives from handwritten images. This could enable the parser to learn

localized representations while preserving the benefits of structure-aware graph learning.
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Table 6.10: Benchmark results on the Im2LaTeX-100K dataset. We report edit distance accuracy
(Edit %), BLEU-4 score, image-level exact match (Image Match), and whitespace-insensitive match
(Image Match -ws). Data efficiency is measured as the number of training samples required per 1%
absolute BLEU-4 score (lower is better).

Edit BLEU-4 I I Match  Dat 1
Model Category Model ! mage fmage viate ata per 1%

% % Match % (-ws) % BLEU-4
IM2TEX - 87.73 77.46 79.88 956.15
WYGIWYS 88.6 90.3 78.6 - 928.93
Coarse-to-Fine 87.32 87.07 78.1 - 963.39
DenseNet 91.57 88.25 79.1 - 950.51
Encoder-decoder ConvMath 90.8 88.33 83.41 - 949.65
EDPA 91.39 92.31 82.07 - 908.71
DNN-RL 96.5 94.1 84.2 - 891.42
MI2LS 92.3 90.3 82.3 84.8 928.93
HybridViT - 89.9 - 86.5 933.07
MathNet 94.7 94.5 63.4 - 887.65
INFTY 53.82 66.65 15.6 26.66 1258.56
GNN - 90.2 81.8 - 929.96
Graph-based
Im2Latex-GNN - 90.19 81.82 - 930.07
Ours (EGATv2) | 55.23 46.05 19.7 27.49 217.15

Typeset Math Formula Parsing (Im2Latex-100K). Table presents benchmark compar-
isons on the Im2Latex-100K dataset. While EGATv2 does not compete with the state-of-the-art
(SOTA) accuracy levels, it demonstrates good data efficiency with the lowest number of training
samples per 1% BLEU-4 gain. This suggests potential for scalable training under low-resource

constraints.

There are several reasons for the current performance gap. First, our model was not trained on the
Im2Latex-100K training set, but rather on the significantly smaller Infty-MCDB2 dataset, which
differs in both resolution and symbol set. Second, images in Im2Latex-100K are rendered as full-
page scans and then cropped to isolate formulas, resulting in much lower resolution formula regions,
typically 8-10 times smaller than the images used in our training. Third, some math symbols ap-
pearing in Im2Latex-100K are absent from our training data, leading to out-of-vocabulary prediction
errors. Lastly, during preprocessing, around 30% of LaTeX strings failed normalization, introducing
syntactic variations that are penalized under string matching metrics despite being semantically

equivalent.

Despite these challenges, EGATv2 achieves a competitive data efficiency score of 217.15 samples

per 1% BLEU-4—substantially lower than transformer-based encoder-decoder baselines that re-
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Table 6.11: Molecular Diagram Recognition Benchmarks. Percentages of predicted SMILES match-
ing ground truth (Exact SMILES Match %) are shown. For USPTO, PNG images are rendered
using Indigo. The final column reports data efficiency as the number of training molecules (in thou-

sands, K) required to achieve 1% absolute SMILES match accuracy (Lower is better).

SynNTHETIC IMAGE (USPTO) ScanNeED Image (CLEF-2012)
Model category =~ Model SMILES Acc.  #DMols / 1% Acc (K) SMILES Acc. #Mols / 1% Acc (K)
MolVec 0.9.7 95.40 - 83.80 -
Rule-based OSRA 2.1 95.00 - 84.60 -
Imago 2.0 - - 68.20 -
Img2Mol 58.90 25.47 48.84 30.71
Neural Network
DECIMER 69.60 - 62.70 -
OCMR - - 65.10 5.38
SwinOCSR 74.00 60.81 30.00 150.00
Graph Outputs  Image2Graph - - 51.70 137.33
MolScribe 97.50 17.23 88.90 18.90
MolGrapher - - 90.50 3.31
Ours (EGATv2) 91.99 0.04 39.61 0.09

quire over 900 examples per point. This highlights the model’s capacity to learn structure-aware
representations with relatively limited data. With further improvements, such as incorporating
domain-specific normalization, increasing training resolution, expanding the symbol set, and en-
hancing context-aware features in EGATv2—the model is expected to have closer metrics with

state-of-the-art approaches in this benchmark.

Chemical Diagram Parsing (USPTO and CLEF-2012). Table reports benchmark re-
sults on both synthetic (USPTO) and real scanned (CLEF-2012) chemical diagrams, measured by
exact SMILES match accuracy. Our model (EGATV2) achieves strong performance, particularly in
data efficiency. On the synthetic USPTO dataset, it reaches 91.99% SMILES accuracy, with only 40
molecules required per 1% accuracy gain, outperforming all prior neural and graph-based systems
by a large margin. On CLEF-2012, which consists of real scanned patent diagrams, the SMILES
accuracy is lower at 39.61%, but the data efficiency remains high (90 molecules per 1%).

Our model uses a compact architecture with 4.45 million trainable parameters, substantially fewer
than transformer-based models like MolScribe [100], SwinOCSR [146|, or MolGrapher |79|, which
range between 88 million and 200 million parameters. This highlights the efficiency of our graph-

based parsing approach, both in terms of training data and model size.
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The primary source of errors in CLEF images stems from our current limitations in handling non-
structural symbols such as reaction arrows, circular annotations, or free-form text (e.g., captions,
labels). Our postprocessing pipeline does not currently filter or interpret them. As a result, predicted
SMILES strings may contain valid molecule graphs appended with extra tokens, which are treated

as incorrect during exact match evaluation, even when the part of the molecule structure is correct.

Additionally, some errors on both datasets are caused by the lack of sufficient context during pre-
diction. For instance, short horizontal or vertical lines are misclassified as single line symbol class
when they are part of character atoms like H, N, R. In future work, we plan to extend EGATv2
to incorporate explicit context feature aggregation in addition to the current query windows. We
also aim to improve postprocessing for real scanned diagrams by introducing symbol filtering, and
caption segmentation to create accurate predicted SMILES, especially for real image inputs like
CLEF.

6.6 Summary

This chapter addressed RQ4, which investigates whether visual and structural noise augmentation,
along with class imbalance mitigation, can improve generalization and robustness in multi-task

parsing of scientific diagrams.

To simulate real-world document degradations, we introduced a localized noise modeling pipeline
that applies structural noise through stochastic primitive fragmentation and wvisual noise via blur,
downscaling, and salt-and-pepper perturbations. These transformations are applied at the primitive
window level and binarized using Otsu’s method to align with inference-time preprocessing. The
augmentation strategy draws on Baird’s degradation framework and captures realistic distortions

found in scanned, handwritten, or degraded digital diagrams.

To address the extreme class imbalance in both mathematical and chemical datasets, we imple-
mented stratified train-validation splits, weighted sampling, and a range of loss reweighting strate-
gies. These included Weighted Cross-Entropy (WCE), Class-Balanced (CB) loss with varying [,
and Focal Loss (FL) with different focusing parameters 7. These methods reweighted gradients to

enhance learning from underrepresented symbols, relationships, and segmentation classes.

Experiments on both the InftyMCDB-2 (math) and USPTO (chemistry) datasets demonstrated that
combined structural and visual augmentation significantly improved robustness under noisy condi-

tions, while maintaining high accuracy on clean inputs. The most consistent gains were achieved
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with joint augmentation, which improved expression-level accuracy by over 70% in math and boosted

exact SMILES match by nearly 75% in chemistry under noise.

Among loss functions, focal loss with v = 0.5 provided the best overall performance across both
domains. It combines class-balancing behavior with a modulating factor that emphasizes harder
examples, enabling more effective learning on rare and ambiguous inputs. Class-Balanced loss with
6 = 0.999 and WCE also yielded strong improvements, particularly under extreme imbalance.
These findings demonstrate that targeted augmentation and adaptive loss design are both critical
for building parsers that generalize across real-world document conditions. We also showed that
Complement Harmonic Mean (CHM) aggregation of the three task losses can substitute for class-
based reweighting in focal loss, reducing hyperparameter dependence while maintaining balanced

task optimization.

Finally, we benchmarked our best model configuration, incorporating joint augmentation and focal
loss against state-of-the-art systems in both math and chemistry domains across multiple datasets.
These included CROHME 2019, and Im2Latex-100K for mathematical formula parsing, and USPTO
(Indigo) and CLEF-2012 for chemical diagram recognition. While absolute accuracy was lower
than transformer-based models, our parser demonstrated good data efficiency. We additionally
introduced a data efficiency metric—training examples per 1% accuracy gain—to highlight the
model’s ability to generalize from limited data. With approximately 4.45 million parameters, our
approach remains significantly smaller and more efficient than typical transformer baselines (often

exceeding 40 million parameters), highlighting its practical advantages in resource-limited scenarios.



Chapter 7

Conclusion

This thesis presented our work on graph-based visual parsing of scientific diagrams, focusing on
mathematical formulas and chemical structures. The research addressed four core questions span-
ning input graph representations, input feature design, edge-aware multi-task graph attention, noise
and class imbalance mitigation, and loss aggregation strategies. Each component was evaluated

through a series of targeted experiments using benchmark datasets in both domains.

We began by exploring effective graph representations (complete, line-of-sight, and k-nearest neigh-
bor) and their impact on parsing performance across domains. We then examined the benefits of
our novel robust visual primitive extraction from raster images using line segment detection and
watershed algorithm, followed by drawing-based contour features and spatial pyramid pooling for
localized representation learning. The core model architecture was extended with a novel Edge
Graph Attention Network (EGATv2) that supports message passing across node and edge queries,
including multi-hop reasoning and cross-task interaction. To improve generalization and robustness,
structural and visual noise augmentation methods were introduced, alongside stratified sampling
and loss reweighting techniques for addressing class imbalance. Finally, the study evaluated com-
plemented harmonic mean (CHM) loss aggregation as a means to achieve balanced optimization

across tasks without requiring manual reweighting.

This chapter concludes by discussing the key findings across all research questions, highlighting
contributions, and discussing their implications. It also reflects on limitations of the current work,

proposes future directions, and outlines potential extensions to broader domains and applications.

189



CHAPTER 7. CONCLUSION 190

7.1 Visual Primitive Features (RQ1)

RQ1: How can primitive features be constructed and updated efficiently to support iterative refine-

ment of segmentation and improve structural parsing?

To address this research question, we developed segmentation-aware graph parsers that operate on
visual primitives such as strokes, CCs and line segments. Our parsers are capable of iteratively
refining symbol groupings and updating their associated visual features. The input refinement
mechanism dynamically merges visual primitives into higher-order symbol groupings during training
and inference. This iterative refinement updates the associated feature representations in a way that

preserves the original structure as parsing proceeds [112].

To ensure robustness and generalization, we proposed a unified visual feature design based on
primitive-centered query and context windows derived from drawn contours. This approach decou-
ples feature construction from full-image representations, enabling consistent local context modeling
across noisy and clean domains. In support of this feature design, we introduced a reliable and effi-
cient method for extracting line-based visual primitives from raster chemical diagrams. This method
proved effective at separating over-segmented components and minimizing noise due to overlapping
or broken contours. While designed for chemical diagrams, it also generalizes to mathematical

formulas, flowcharts, and other visually structured domains.

The hypothesis underlying RQ1 was supported. Primitive-based features with iterative refinement
led to improved segmentation accuracy and more stable structural parsing across domains, particu-
larly under conditions of noise, distortion, or ambiguous layout. The methods successfully reduced
over-segmentation errors and allowed for more consistent relationship inference, without requiring

full-image processing or domain-specific supervision.

Limitations and Future work. The current primitive extraction relies on hand-tuned parame-
ters and assumes relatively clean segmentation boundaries. In highly stylized or degraded images,
primitive detection and grouping may fail or require manual adjustment. Future work may in-
volve replacing these heuristics with learning-based primitive extraction pipelines, incorporating
confidence-aware refinement strategies. Also, we applied the visual primitive extraction for chemi-
cal datasets only. This can be extended to mathematical formulas: both handwritten and typeset

to improve the robustness of the parser in dealing with noisy or low-quality raster images.
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7.2 Input Graph Representations (RQ2)

RQ2: What types of input graph representations are most effective for parsing mathematical for-

mulas and chemical diagrams, and do these representations differ between the two domains?

This research question examined how the structure of input graphs influences parsing performance
across domains. In graph-based visual parsing, nodes represent visual primitives and edges capture
spatial or contextual relationships. The goal was to identify graph construction strategies that

enable accurate structural understanding while avoiding unnecessary noise or sparsity.

To address this, we evaluated and compared several graph types, including complete graphs, line-of-
sight (LOS) graphs, and k-nearest neighbor (KNN) graphs, across both mathematical and chemical
diagram datasets. For mathematical formulas, LOS graphs were found to be most effective. These
graphs allowed long-range connections to symbols that are spatially aligned but visually separated,
improving edge recall and enabling better structure recovery. For chemical diagrams, 6NN graphs
yielded better results. Unlike LOS, which can connect distant and potentially irrelevant symbols,

the 6-nearest neighbor strategy maintained local structural coherence and avoided spurious edges.

Overall, the hypothesis was supported: different domains benefit from different input graph struc-
tures. Domain-specific selection of input graphs: LOS for math and 6NN for chemistry, led to more
accurate and computationally efficient parsing in both cases. Furthermore, these representations
can be generated efficiently and without domain-specific supervision, making them practical for

broader use.

Limitations and Future Work. Despite these improvements, fixed graph structures still present
a tradeoff between computational cost and structural fidelity as we rely on heuristics for pruning of
edges, which may not hold for all datasets or domains. Future work may explore dynamic or learned
graph construction, where a neural module predicts which edges are necessary based on visual or
semantic cues. Such adaptive graph pruning or construction could provide a better balance between

coverage, precision, and runtime efficiency.

7.3 Graph Context and Task Interaction (RQ3)

RQ3: How can graph context and class distributions be leveraged to improve contextual representa-

tion and task interaction in multi-task parsing?
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In this research question, we wanted to enhance contextual representation in graph-based parsing

through the integration of class distributions and cross-task signals.

To address this, we introduced EGATvV2, a two-stage, edge-aware graph attention network designed
for multi-task parsing. EGATv2 allows for bidirectional message passing between node and edge
representations and supports multi-hop reasoning. By using class distribution outputs to guide

attention, the model achieved improved parsing performance on both math and chemistry datasets.

Limitations and Future Work. Despite these improvements, EGATv2 still faces challenges in
disambiguating visually similar but semantically distinct symbols, such as minus and equals signs,
or single line bonds versus lines in characters. This indicates that the current mechanism does not

provide sufficient contextual depth in difficult cases.

Future work could enhance contextual representation by incorporating more global context into
EGATv2’s aggregation. One direction is to increase the number of neighbors used in message
passing beyond the current two nearest neighbor setting during node and edge aggregation, while
using dimensionality reduction techniques such as linear bottleneck layers to control model size.
Another direction is to embed explicit geometric or the input context features into the attention
mechanism along with the query features, allowing more informed representation of layout structure
and symbol similarity. These improvements could help disambiguate tightly clustered or visually

confusable elements more effectively.

7.4 Visual Noise and Loss Functions (RQ4)

RQ4: Can visual and structural noise at the primitive level, together with class balancing strategies,

improve the robustness of the visual parser?

This research question was motivated to improve the robustness of the visual parsing framework
under noisy or degraded input conditions. To address this, we implemented a localized noise aug-
mentation strategy inspired by Baird’s degradation model [11]|. Visual noise—such as Gaussian blur,
downsampling, and salt-and-pepper corruption—was applied at the level of extracted primitives,
rather than the full image, allowing noise to be targeted and spatially localized. Structural noise
was introduced by randomly splitting individual primitives into smaller fragments, creating varia-
tion in segmentation structure. We also addressed the class imbalance problem across segmentation,

symbol classification, and relationship prediction tasks using weighted focal loss, and aggregating
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losses using the complemented harmonic mean (CHM) to to balance gradient contributions across

objectives.

These methods collectively improved model robustness, especially on noisy synthetic benchmarks.
However, performance on low-resolution datasets such as Im2LaTeX remained suboptimal. Visual
noise still caused symbol confusion in difficult cases, particularly between visually similar charac-
ters like minus and equals signs. This indicates that further augmentation and improved feature

regularization are needed.

Limitations and Future Work. Current augmentation strategies are limited to binary struc-
tural splits and a narrow set of visual perturbations. Future work should explore more aggressive
structural variations, such as multi-split distortions or more complex transformations, to better
match the diversity of noise in real-world images. For visual degradation, simulating scanning

artifacts, background clutter, and font irregularities could further enhance robustness.

In terms of loss functions, focal loss showed improvements when using v = 0.5, particularly for

mitigating class imbalance in segmentation and symbol classification. However, we did not explore
1
3
values lie between 0 and 1 in the focal loss setting, using v < 1 has the effect of amplifying their

smaller values such as v = z, which could be beneficial in our setting. Since the individual loss
contribution, rather than suppressing them as in the standard v > 1 case. This can stabilize training
when class imbalance is severe or when gradients vanish too quickly for easy samples. Lower gamma
values may allow better gradient flow and finer calibration across majority and minority classes,

especially when combined with reweighting schemes.

Additionally, we propose that complemented harmonic mean (CHM), currently used for aggregating
task-level losses, could be extended to operate within class-level loss aggregation. Replacing stan-
dard summation in cross-entropy or focal loss with CHM across classes would enable more balanced
contributions from rare classes without requiring manual tuning or additional parameters. Further,
the contraharmonic mean offers a mathematically similar alternative to CHM but avoids the need
for complement operations, which could simplify implementation and improve numerical stability

during training.

Finally, incorporating contrastive learning objectives could further enhance the model’s ability to
distinguish visually similar symbols. By encouraging representations of identical instances to be close
in the feature space while maintaining separation from representations of different classes sharing

some similarities, contrastive learning can promote more discriminative and structured embeddings.
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This approach may help address remaining failure cases, such as confusion between visually similar

symbols, by reinforcing class-specific boundaries in the learned representation space.

7.5 Other Future Work

Beyond the specific scope of mathematical and chemical diagram parsing, contributions made in this
work have potential for broader impact across other domains in graphics recognition and computer

vision.

The data generation pipeline based on visual primitive extraction, particularly line segments and
contour-based features can be extended to other structured visual domains such as tables, flowcharts,
diagrams in engineering drawings, and scientific charts. These domains often rely on compositional
visual units and benefit from primitive-level modeling that avoids reliance on global appearance
features. In such settings, the primitive-based augmentation and segmentation-aware parsing frame-

work may help reduce annotation requirements while improving domain robustness.

Another natural extension of this work is to apply the methods developed here to the problem of
handwritten chemical diagram recognition, similar to how CROHME has enabled progress in hand-
written mathematical parsing. Existing approaches for chemical structure recognition are typically
designed for clean, typeset images. However, handwritten chemical diagrams present challenges
such as inconsistent stroke styles, ambiguous line connectivity, and irregular symbol placement.
The primitive-based representation, coupled with edge-aware graph parsing and refinement mecha-
nisms developed in this work, provides a foundation for addressing these challenges. A standardized

benchmark for handwritten chemical diagrams, could further facilitate progress in this area.

The EGATvV2 architecture, designed for edge-aware message passing and task interaction, is broadly
applicable to any task where input can be represented as a graph with node and edge labels.
Potential applications include road network understanding, electric circuit parsing, and medical
diagram interpretation, as well as general graph-based representations in vision-language tasks,
document layout analysis, and scene graph generation. The two-stage design and class-informed
attention strategy can support cross-task consistency in multi-objective learning scenarios where

predictions must be structurally aligned.

The complemented harmonic mean (CHM) strategy for loss aggregation, originally used for balanc-
ing multiple parsing tasks can be generalized to other optimization problems in machine learning

where class imbalance or task dominance is a concern. For example, in multi-label classification,
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anomaly detection, or multi-domain adaptation, CHM offers an alternative to manual reweighting
or reliance on class frequency statistics. By promoting balanced gradient contributions, it provides
a tunable-free mechanism for aggregating over tasks or classes, reducing the need for extensive

hyperparameter tuning.

These directions open new avenues for extending this work to more diverse and complex visual
reasoning tasks, while maintaining effectiveness, efficiency in terms of data and speed, and inter-

pretability.
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Appendix A

Feature Resolution and Pooling

Configuration Search

This appendix presents a grid search evaluating the impact of input feature size and spatial pyrami-
dal pooling (SPP) configurations on the parsing performance of mathematical formulas and chemical
diagrams. These experiments were conducted on representative subsets of each domain to inform

design choices for the visual encoding backbone.

Subset Datasets. To perform the grid search efficiently while ensuring diversity, we used curated

subsets of both chemical and mathematical datasets.

For the chemical domain, all samples were drawn from the PubChem-5k dataset. The small
training and validation set consists of 216 diagrams sampled from the Indigo-rendered PubChem
corpus. These were split into an 80% training set (115 diagrams) and 20% validation set (27
diagrams). For evaluation, we used a held-out test set of 231 diagrams, also sampled from Indigo
(150) and RDKit (81) renderers to reflect style variability. All diagrams used in these subsets were

verified for correctness using our born-digital parser pipeline.

For the mathematical domain, we sampled from the INFTY-MCDB training set. Specifically,
10% of the full INFTY training set was used for training (1255 formulas), with an 80-20 split into
1004 training and 251 validation examples. A separate 15% held-out portion (1708 formulas) was

reserved for development testing.
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These subsets enabled fast, reproducible grid search while maintaining a representative distribution
of layout structures and symbol classes. All subsequent performance evaluations in this appendix

are based on these small-scale but diverse subsets.

We define two sets of independent variables for this search: (i) the resolution of input visual
primitives, and (i7) the number and arrangement of pooling regions used in spatial pyramidal

pooling.

Input Feature Sizes. We explore four fixed-size square resolutions for cropped primitive inputs:
28 x 28, 32 x 32, 48 x 48, and 64 x 64. The smallest size, 28 x 28, was inspired by classical
digit recognition tasks such as MNIST [60], where symbols are small and relatively isolated. While
efficient, this resolution risks omitting key contextual details for visually similar but structurally
distinct symbols. The 32 x 32 resolution, previously used in our chemical parsing models, offers
slightly better spatial coverage while maintaining low memory usage. Increasing the patch size
further to 48 x 48 helps evaluate whether intermediate scaling improves performance in cluttered
settings. Finally, 64 x 64 patches provide a large context window, better preserving structural
boundaries and layout relationships, particularly useful for dense math formula regions. However,

this comes at the cost of increased memory and inference time.

Spatial Pyramidal Pooling Regions. To assess the effect of spatial layout encoding, we vary
the number of pooled regions in the spatial pyramid used after the CNN encoder as shown in
Table The simplest configuration is a single-region global average pooling (GAP), which
discards all spatial detail and produces a compact, low-dimensional representation. To capture
coarse layout information, we introduce pooling over horizontal and vertical thirds (3H + 3V),
resulting in a total of 7 pooled regions including the global one. A more fine-grained configuration
adds pooling over horizontal and vertical fifths (5H + 5V), yielding 17 total regions. The densest
setup includes horizontal and vertical sevenths (7H 4 7V'), forming a 31-region pooling scheme. As
pooling granularity increases, so does the dimensionality of the pooled feature vector, which can
improve task performance through better spatial discrimination but also leads to more learnable

parameters and higher computational cost.

All other model components, including CNN backbone, loss function (Cross-Entropy), graph con-
struction (LOS for math, 6NN for chemistry) were held constant across runs. These correspond to
the standard settings described in Table [5.3]in Chapter [5]
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Table A.1: Spatial pyramidal pooling configurations used in grid search.

Name Region Count Configuration

GAP (Global Average Pooling) 1 1

Coarse SPP 7 1+3H+3V

Mid SPP 17 14+3H 43V +5H + 5V

Dense SPP 31 14+3H 43V +5H+5V+7H4 TV

Table A.2: Effect of input feature size on math and chemical subset performance.

Domain Input Size Sym Det. +Class Rel Det. +Class Struct. +Class

Math 28x28 97.20 95.30 94.00 93.20 85.10 81.20
Math 32x32 97.60 95.80 94.50 93.70 87.30 83.40
Math 48x48 98.40 96.90 95.60 94.80 89.50 86.20
Math 64x64 98.95 96.83 95.96 95.13 90.32 86.55
Chem 28x28 96.10 92.30 90.50 88.40 72.50 68.00
Chem 32x32 98.30 95.10 94.40 93.20 80.20 76.50
Chem 48x48 98.20 94.90 94.10 92.80 80.00 76.00
Chem 64x64 98.10 94.70 93.90 92.50 79.50 75.40

A.1 Effect of Input Feature Size

Table summarizes the effect of input feature size on parsing performance for both math and
chemical domains. In the case of mathematical formulas, performance improved consistently with
increasing input size, with highest metrics at 64 x 64 for all tasks, including symbol classification,
relationship classification, and expression-level accuracy. For chemical diagrams, performance also

improved with larger sizes up to 32 x 32, beyond which metrics declined.

These results can be explained by differences in visual complexity and symbol diversity between
the two domains. For mathematical formulas, the symbol set is large (207 classes), and symbols
vary significantly in shape and spatial arrangement. Many expressions are deeply nested, and fine-
grained visual features such as stroke curvature or subscript positioning are essential for accurate
classification. A higher input resolution of 64 x 64 preserves these details, allowing the model to
distinguish between visually similar but semantically distinct symbols, and to better resolve multi-

level layout structures.

In contrast, chemical diagrams primarily consist of a smaller symbol set (67 classes), where most
nodes represent line segments (bonds) or standard atom characters. These primitives are simpler in

shape and generally more uniform in structure. The spatial context, rather than the internal visual
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Table A.3: Effect of SPP pooling region configurations on parsing performance.

Domain SPP Config Sym Det. +Class Rel Det. +Class Struct. +Class

Math 1 98.00 96.10 95.00 94.00 88.0 82.3
Math 7 98.21 96.42 95.13 94.32 88.7 83.4
Math 17 98.64 96.71 95.71 95.02 89.9 84.2
Math 31 98.95 96.83 95.96 95.13 90.32 84.55
Chem 1 96.50 93.20 91.80 90.00 76.1 71.9
Chem 7 97.22 94.00 92.50 91.30 78.5 74.1
Chem 17 98.00 94.80 93.80 92.70 79.7 75.3
Chem 31 98.30 95.10 94.40 93.20 80.20 76.50

details of each primitive, is often sufficient for classification. As a result, 32 x 32 provides a strong
balance between resolution and efficiency. Increasing the input size beyond this adds unnecessary
whitespace or background artifacts around small line-based primitives, which can dilute informative
features, reduce effective contrast, and even introduce noise due to segmentation jitter, leading to

slight drops in performance at 48 x 48 and 64 x 64.

A.2 Effect of Spatial Pyramidal Pooling Regions

The effect of pooling granularity was tested using a fixed input size (64 x 64 for math, 32 x 32
for chemistry). Table presents task-wise performance for different pooling configurations. We
observed that progressively deeper SPP configurations led to consistent improvements in layout-
sensitive tasks such as relationship classification and expression parsing. However, the optimal

depth varied by domain.

The results in Table demonstrate how varying the number of spatial pyramidal pooling (SPP)
regions impacts parsing performance across mathematical and chemical domains. SPP enhances
the visual encoding of each primitive by capturing query and context features at multiple scales and
orientations, which is critical in tasks that depend on the relative layout and local interactions of

symbols or segments.

For mathematical formulas, larger SPP configurations, particularly the 31-region setup, yielded
the best performance across all tasks. This is due to the highly structured and often nested nature
of mathematical notation, where the position of symbols in 2D space (e.g., superscripts, fractions,
radicals) directly determines their semantic role. Fine-grained spatial encoding provided by deeper

pyramids helps disambiguate between similar primitives placed in different spatial configurations.
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Additionally, the large symbol vocabulary (207 classes) increases the need for rich contextual cues
to accurately interpret the role of each symbol, especially when dealing with subtle variations in

arrangement or scale.

For chemical diagrams, the 17-region SPP configuration was found to be sufficient, with minimal
gains observed when increasing to 31 regions. Chemical structures are predominantly composed of
atoms and bonds with limited variability in spatial layout. Most relationships are local, and the
diagram structure is relatively sparse compared to densely written math formulas. Thus, excessive
pooling regions may introduce redundancy without offering meaningful gains, while also increasing
the model’s computational load. Furthermore, the over-segmentation of visual primitives (e.g., bond
lines) in chemistry often makes the visual signal more fragmented; thus, simpler pooling helps avoid

overfitting to small irrelevant variations.
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