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MathDeck Overview

MathDeck is a user-friendly search engine for formulas
and text in PDF. The system supports formula
extraction, search, editing with LaTeX, handwriting and
visual operations, and formula annotation and export.

Search Interface Features

Queries combine formulas + text

Highlights matched formulas + text in PDF pages
Import formulas as ‘chips’ for search, editing, reuse
Cards add titles and descriptions for formula ‘chips’
Decks collect searchable cards + autocompletion
Formula editor with LaTeX + visual operations [1]

(1961) A fourth level of linguistic analysis

BIBTEX | Zarechnak, Michael
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Top of a Document Hit Summary. Includes BibTeX button, ACL link &
view formulas button ( fx )

Collection: ACL Anthology PDFs

because new events often contain new vocabulary

Very low frequency terms w tend to be uninfor-
mative. We therefore set a threshold ;. Only terms
with{df (w) > 0lare used at time ¢. We use(6; = 2!
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The document frequencies as described in the pre-
vious section are used to calculate weights for the
terms w in the documents d. At time ¢, we use

1 N

weighty(d, w) = m}(d.n,) -log Tw) @

where| N, is the total number of documents at time

t. |Zy(d)|is a normalization value such that either

the weights sum to 1 (if we use Hellinger distance,

KL-divergence, or Clarity-based distance), or their
squares sum to 1 (if we use cosine distance).

2.4 Similarity Calculation

The vectors consisting of normalized(term)weights
weight, are used to calculate the similarity between

Other possible similarity metrics are the cosine dis-
tance, the Kullback-Leibler divergence, or the sym-
metric form of it, Jensen-Shannon distance.

2.5 Source-Specifid TE-IDF Model

Documents in the stream of news stories may stem
from different sources, e.g., there are 20 different
sources in the data for TDT 2002 (ABC News, As-
sociated Press, New York Times, etc). Each source
might use the vocabulary differently. For example,
the names of the sources, names of shows, or names
of news anchors are much more frequent in their
own source than in the other ones. In order to re-

flect the source-sgmmi do not build
one incrementall many as we
have different sof jes

dfs i (w) ©)

for source s at time ¢. The frequencies are updated
according to equation (1), but only using those doc-
uments in|CY that are from the same source s. As

and additional formulas in gray.

FORMULAS 3 SYMBOLS
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Example Search Result. Formula hits are shown in yellow, text hits in blue,
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PDF Retrieval: Formula PHOC + BM25
PDFs ranked by best-scoring page. Ranking combines
Pyramidal Histogram of Character (PHOC) formula
retrieval with BM25 for text, in OpenSearch

Retrieval Model Summary

e Formula PHOC: spatially-augmented bag of words
[5]: binary vectors for symbols in overlapping regions.
R10 with concentric rectangles used (55 regions/bits)

e Formula similarity: cosine similarity over PHOC
vectors (using fast bitwise operations)
1
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e Documents Ranked by Highest Scoring Page.
Page score is BM25 text score + 3 times the sum of
the top match for each query formula on a page

cos(a,b) P bcos(a,b) = la Ab|y

ARQMath-2 [6] Formula Retrieval Task

R10 PHOC model competitive despite being a sparse ‘spatial’
bag-of-words model without unification of symbols

o 11,021 PDFs from 1952-2005 with BibTeX data MV CARDS fleches saeed I

e 463,050 extracted formulas k ' SEE ety L P'@10

e Formula Extraction: ScanSSD-XYc [2] and ) R10-PHOC 05136 03005 0.4810
SymbolScraper [3] extract symbols and formula Z Approach0 0.6520 0.4710 0.6120
locations: QDGGA [4] parses images into LaTeX Term frequency in TF-IDF Inverse document frequency in TF-IDF Example PHOC: 3 Nested TangentCFT 0.6300 0.4830 0.6620

Rectangles (‘R3’ Level 3).
Red lines: symbol ‘locations’

e Text: SymbolScraper provides word locations

Example Card Deck Showing TF and IDF
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