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ABSTRACT
Since attracting new customers is known to be more expensive, the enhancement of existing relationships is of pivotal
importance to companies. Therefore, as part of the customer relationship management (CRM) strategy, predicting
customer chum and improving customer retention have attracted more and more attention. Being aware of the defection
prone customers beforehand, companies could react in time to prevent the chum by offering the right set of products,
modifying the sales strategy and providing customized services. Therefore, high predictive performance could
ultimately lead to profit increasing for companies.
In this paper, we use the AdaBoost which is a main branch of boosting algorithms to predict the customer chum. We
have implemented three different boosting schemes: Real AdaBoost, Gentle AdaBoost and Modest AdaBoost. Applied
to a credit debt customer database of an anonymous commercial bank in China, they are proven to significantly improve
prediction accuracy comparing with other algorithms, like SVM. The assessment and comparison of these algorithms
are made to analyze the traits of them. Data processing and sampling scheme are also detailed in this paper.
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1. INTRODUCTION

This paper studies the customer chum that is a hot topic
in CRM and also the most important issues in enterprises.
Customer chum - the propensity of customers to cease
doing business with a company in a given time period -
has become an important problem for many firms which
include publishing, investment services, insurance,
electric utilities, health care providers, credit card
providers, banking, Intemet service providers, telephone
service providers, online services, and cable services
operatorsE'l. Obviously, customer chum figures directly
in how long a customer stays with a company, and in
turn the customer's lifetime value to that company. By
analyzing the current of a customer's lifetime profit to a
company 2], it is easy to find that most of the company's
profits are contributed by frequent customers and
attracting new customers is more expensive than
retaining the existing ones. Therefore, the enhancement
of relationships with existing customers is of pivotal
importance to companies. Being aware of the defection
prone customers beforehand, companies could react in
time to prevent the chum. So, customer chum prediction
is the first and also a very important step to prevent
customer chum. What we try to do is to identify in
advance those customers who are likely to chum at some
later date. The company then can target these customers
with special programs or incentives to forestall the
customer from chuming.

The most widely used model for predicting the customer
chum is the binary classification model. The customers
can be classified into two categories: going to chum or
not. Many methods and algorithms are used to solve this
problem, such as classification tree 3], neural network 4]
and genetic algorithmsE5'. Decision tree based algorithms
can uncover the classification rules for classifying

records with unknown class membership. Nevertheless,
when decision tree based algorithms are extended to
determine the probabilities associated with such
classifications[6], it is possible that some leaves in a
decision tree have similar class probabilities. Neural
networks can determine a probability for a prediction
with its likelihood. However, comparing with decision
tree based algorithms these algorithms do not explicitly
express the uncovered pattems in a symbolic, easily
understandable way. Genetic algorithms can produce
accurate predictive models, but they cannot determine
the likelihood associated with their predictions. This
prevents these techniques from being applicable to the
task of predicting chum, which requires the ranking of
customers according to their likelihood to chumrn7.

Except algorithms above, some scholars put forward
some other methods to predict the chum. Luo[81 applied
Bayesian multi-net classifier in customer modeling of
telecommunications CRM and got effective results.
Zhao[91 introduced an improved one-class SVM and
tested it on a wireless industry customer chum data set.
Ding['0] studied the application of sequential pattern
association analysis in the prediction of customer chum
in banking. Lu[n] used survival analysis to model
customer lifetime value which is a powerful and
straightforward measure that synthesizes customer
profitability and chum (attrition) risk at individual
customer level. Some other scholars also use some
combination methods to predict the churn[7][12]. All of
these have made good attempts in predicting the chum
and ultimately increasing the customers' value for the
companies.

Lemmens and Croux[13] are the first who applied the
ensemble leaming algorithm in prediction of customer
chum. They tested bagging and stochastic gradient
boosting[14], one of the most recent boosting variants, on
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a customer database of an anonymous U.S. wireless
telecom company and reported a significant predication
accuracy improvement. Our work is to put the research
one step forward. We focus on the boosting and apply
three different boosting schemes to a credit debt
customer database of an anonymous commercial bank in
China. Data processing and sampling scheme are
detailed in the section after next. The assessment and
comparison of these algorithms are made to analyze the
traits of them. Ultimately, we draw a conclusion.

i on round t is denoted D, (i). Initially, all weights
could be set equally, but on each round, the weights of
incorrectly classified examples are increased so that the
weak learner is forced to focus on the hard examples in
the training set. The weak learner's job is to find a weak
hypothesis h,: X - IR appropriate for the distribution
D,. The goodness of a weak hypothesis is measured by
its error:

-t = Pr-D, [ht (xi ) #y, ]2. METHODOLOGY
(1)ZE Dt(i)

i:ht (x,)#y,

Boosting is one of the most important recent
developments in classification methodology. It is a
technique of combining a set of weak classifiers to form
one high-performance prediction rule (a powerful
"strong" classifier or "committee"). It works by
sequentially applying a classification algorithm to
re-weighted versions of the training data and then taking
a weighted majority vote of the sequence of classifiers
thus produced.

The first practical boosting algorithm, called AdaBoost,
was proposed by Freund and Schapirel'5I in 1996.
AdaBoost is adaptive in that it adapts to the error rates of
the individual weak hypotheses. This is the basis of its
name "Ada" is short for "adaptive."['16]
AdaBoost has many advantages. It is fast, simple and
easy to program. It has no parameters to tune (except for
the number of round T). It requires no prior knowledge
about the weak learner and so can be flexibly combined
with any method for finding weak hypotheses. Finally, it
comes with a set of theoretical guarantees given
sufficient data and a weak learner that can reliably
provide only moderately accurate weak hypotheses. This
is a shift in mind set for the learning-system designer:
instead of trying to design a learning algorithm that is
accurate over the entire space, we can focus on finding
weak learning algorithms that only need to be better than
random [16]

In 1999, Schapire and Singer[17] studied boosting in an
extended framework in which each weak hypothesis
generates not only predicted classifications, but also
self-rated confidence scores which estimate the
reliability of each of its predictions. They also discussed
some essential questions in boosting. Then they gave an
improved generalized version of AdaBoost. The
algorithm takes as input a training set

(xI, y1),..., (xm,yi) where each xi belongs to some

domain or instance space X, and each label yi is in the
label set Y = 1-1, +1} . AdaBoost calls a given weak or
base learning algorithm repeatedly in a series of rounds
t = 1, ..., T. One of the main ideas of the algorithm is to
maintain a distribution or set of weights over the training
set. The weight of this distribution on training example

So the steps ofthe generalized AdaBoost algorithm are:

For t =,...,T:
-Train weak learner using distribution Dt I

-Get weak hypothesis h,:X -* IR with error

-t = E Dt (i) (2)
i:ht (xi)#yi

-Choose

-Update:
D~1(i) = Dt(i){ eat if: ht (xi ) = y

Zt Uezt if:ht(x,) y
Dt (i) exp(-a,y,h, (Xi ))

Zt

(3)

(4)

where Zt is a normalization factor (chosen so that Dt_l
will be a distribution).
-Output the final hypothesis:

T

H(x) = sign( aht (x))
t=l

(5)

And then they proved that, in order to minimize training
error, a reasonable approach might be to greedily
minimize the bound given in the theorem by minimizing
z, on each round of boosting. It can be verified that Z
is minimized when

a =-ln( 1)
2 WI

Wb= E D(i)
i:yih1(xi)=b

(6)

(7)

So they replaced the °;t in the generalized AdaBoost

steps with the new at = ln( 1) to form a new
2 WI

AdaBoost algorithm the Real AdaBoost. The Real
AdaBoost algorithm uses class probability estimates w,

art E I
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to construct real-valued contributions a{h, (x). And it is
usually treated as a basic "hardcore" boosting algorithm.

In 2000, Friedman, Hastie and Tibshirani[18] put forward
another improved AdaBoost algorithm, called Gentle
AdaBoost. Here the update is

I=1nW+I -WI
2 W+I+W

rather than a

(8)

1ln(Wl) This makes the Gentle
2 WI

AdaBoost have better generalizing ability so as to s
the overfitting problem and noise sensitive problem
former AdaBoost algorithms are facing. Some empii
evidence suggests that this more conservative algori
has similar performance to the Real AdaBoost, and o
outperforms it, especially when stability is an issue.

In 2005, A. Vezhnevets and V. Vezhnevetsl'91 introdi
Modest AdaBoost algorithm. They used

Dt (i) =(n - Dt (i))Zt

to construct the new

(a, = W+1(1 - Wl)-W l(1 -W )
Wb= Z D(i)

i:yih, (Xi)=b

olve
that
rical
ithm
'ften

iced

Our study is performed on a database provided by an
anonymous bank in China. The database has nearly
20,000 observations in total. We select 1,524
observations from the database to form our experiment
dataset. The observations that are lack of important
attributes or lack of too many attributes (more than 3000
of the total) are excluded.

We select the attributes (variables) of the customers
(observations) after fixing the observations. The variable
selection is done by first excluding the attributes used for
management of the bank, such as Customer ID. Then we
exclude all variables containing more than 30°O of
missing values. We retain 19 variables, including
customer demographics (e.g. the number of children in
the household, or the education level of the customer)
variables, behavioral (e.g. the type of the customer's debt,
the type of hypothecation, or the term of the debt), and
company interaction (e.g. the number of exceeding time
limit times).

We also need to translate the character attributes into
numbers. For the attribute whose available values have

(9) trend (e.g. the education level of the customer), we can
translate the values of the attribute into numbers with
trend (e.g. education level low equals 1, middle equals 2
and high equals 3). For the attribute whose available
values have no trend (e.g. the type of the customer's

10) debt), we should extend this attribute (variable) to
Ill) several variables (shown in Figure 1).

They applied the new algorithm to UCI Machine
Learning Repository database and compared the result
with using Gentle AdaBoost. In some datasets of the UCI
database, the Modest AdaBoost outperforms the Gentle
AdaBoost in error rate and seems to be more stable is
resistant to overfitting more. The drawback of Modest
AdaBoost is that training error decreases much slower
then in Gentle AdaBoost scheme and often does not
reach zero point. Because they decreased weak
classifiers' contribution if it works "too good" on data
that had been already correctly classified with high
margin. This makes the algorithm better generalizing
ability but lower learning speed.

It is known that there is no algorithm fit for all datasets.
So, in our experiment, we will apply these three
representative AdaBoost algorithms to our dataset to see
which one is the most suitable algorithm for our problem.
And we will use stumps as weak classifier for both
methods. This choice was made because stumps are
considered to be the "weakest of all" among commonly
used weak learners, so we hope that using stumps lets us
investigate the difference in performance resulting from
different boosting schemes.

3. DATA PROCESSING AND SAMPLING SCHEME

Figure 1

The handling of missing values is operated differently for
the continuous and the categorical predictors. For the
continuous variables, the missing values are imputed by
the mean of the non-missing ones. For categorical
predictors, an extra level is created for each of them,
indicating whether the value was missing or not.

At last we define the meaning of churn. The staffs of the
bank have already classified and rated these customers
according to customers' credit by their experiences in
banking. We define the customers whose credit rates are
"low" as churners. The churners are around 500 of the
total customers. The churn response (customer label) is
coded as a variable with y = 1 if the customer churns,
and y =1 otherwise.

Now we have the full experiment dataset that has 1524
customers, 27 predictor variables and the label variable.
Then we divide the full experiment dataset into two
different datasets averagely. The first one containing half
of the total observations is used for training the
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