The Cloudlet Accelerator: Bringing Mobile-Cloud Face Recognition into Real-Time


Abstract—A mobile-cloud architecture provides a practical platform for performing face recognition on a mobile device. However, using a mobile-cloud architecture to perform real-time face recognition presents several challenges including resource limitations and long network delays. In this paper, we determine three approaches for accelerating the execution of the face recognition application by utilizing an intermediate device called a cloudlet. We study in detail one of these approaches, using the cloudlet to perform pre-processing, and quantify the maximum attainable acceleration. Our experimental results show up to a $128 \times$ improvement in response time when appropriate cloudlet hardware is used.

I. INTRODUCTION

Object detection and recognition, in particular face recognition, have been given a great deal of attention because of its useful applications such as public security surveillance and automated robotics-based manufacturing. For applications like face recognition, instead of using webcams attached to PCs, it is more convenient and natural for users to use smartphones or tablets to detect and recognize faces. With the rapid development of semiconductor technology, more functions are now being integrated into mobile devices on which more sophisticated applications may run. However, even though mobile devices can do much more than before, their limited computational capabilities and battery life prevent their use in intensive augmented reality applications like real-time face detection and recognition in complex scenes. One solution to address these limitations is to utilize a cloud-based approach, which offloads the computationally-intensive parts of the application to cloud servers.

A mobile-cloud implementation of real-time face recognition has a significant challenge: the mobile device needs to send the entire image to the cloud server. Since a wide area network (WAN) connection is high latency and limited bandwidth (which is unlikely to improve in the near future [1]), sending the entire image dramatically increases the application response time, which is contrary to the goal of real-time or near-real-time face recognition [2]. Although one might try to decrease the communication cost by detecting faces on the mobile devices and sending only the faces to the cloud servers, our investigation shows that this approach will not work under complex and demanding situations, even with dedicated hardware for acceleration [3], [4].

In this paper, we introduce a mobile-cloudlet-cloud architecture where the cloudlet is a resource-rich device located nearby mobile devices. During the course of face recognition, intermediate computationally-intensive operations like face detection and projection [5] can be handed to the cloudlet over a low-latency local area network (LAN). The cloudlet can significantly reduce the amount of data transmitted over the high-latency WAN by performing pre-processing and data reduction methods. In the most extreme case (utilizing a minimal database), the post-projection data transmitted across the WAN for each face is less than 1% of raw image size.

Our contributions in this paper are summarized as follows: i) We evaluate the potential acceleration in performing face recognition on a mobile device by using a cloudlet, ii) We present our results using an actual implementation of a face recognition application running on an Android mobile phone, an x86-based cloudlet utilizing an Nvidia GPU, and a cloud server simulating network latencies based on measured data over Planet-Lab [6], [7]. iii) We study the pre-processing capability of the cloudlet and quantify the improvement in the application response time attainable due to pre-processing.

The rest of the paper is organized as follows. In Section II, we provide background information on different approaches for mobile-cloud computing and their limitations. In Section III, we provide pointers to how the cloudlet can improve the application response time. In Section IV, we introduce the details of the face detection and recognition algorithms we use, followed by a description of their implementation in our mobile-cloudlet-cloud system. Our experimental results are described in Section V, and our conclusions and pointers to future work are provided in Section VI.

II. BACKGROUND

Processing capabilities of modern mobile devices have improved dramatically in recent years. However, there are significant constraints on smart devices in terms of size, weight, processing speed, memory, storage capacity, and battery life [4]. Computationally-demanding and storage-heavy mobile applications are still beyond the capabilities of today’s smartphones and tablets. To extend the capabilities of smart devices, mobile-cloud computing was introduced that allows mobile applications to leverage cloud resources [8]–[14].
In general, there are two approaches to improving the performance of mobile-cloud applications [15]. One is computation offloading, that is, executing the computationally-complex components of the application at the resource-rich cloud. The other approach is to use a task distribution algorithms to distribute different parts of the application to different cloud resources in order to obtain the optimal performance in terms of battery life and application response time. Both of these approaches can be achieved by either 1) transmitting the computationally-complex code to the cloud and executing it there using Virtual Machine (VM) techniques [16], or 2) transmitting the data to a cloud that already has the code to process the data. Both approaches trade-off computational load for communications load on the mobile device.

VM-based techniques allow code to be executed on both the mobile platform and the cloud platform, providing the convenience of code migration [8]–[11], [17]. Developers may benefit from this in that they do not have to program on multiple platforms and therefore the time to develop a mobile-cloud application can be reduced. However, this implies a performance penalty for two reasons: 1) Executing code through a VM means an extra translation step from the actual code to the native code, 2) the transmission of the code along with data adds a significant amount of communication latency. On the other hand, applications with code specifically programmed for and installed on mobile devices, cloudlets and cloud servers have better performance but may lose the portability and code-development-time advantages.

Task distribution algorithms are helpful to fully utilize the cloud resources [1], [13], [14]. Especially when multiple cloud options exist, for example, Amazon Web Services (AWS) [18], Microsoft Windows Azure [19], Google Cloud Platform [20] or even mobile devices such as Hyrax [21] and GEMCloud [22], an algorithm is needed for the selection of which cloud to use based on the network conditions, processing speeds, storage, availabilities, etc. In order to apply a task distribution algorithm, a profiler is needed to estimate the resources required by both the mobile device and the cloud in terms of time and energy, and the network conditions in terms of bandwidth, packet loss and latency [7]. Algorithms can determine the optimal way to distribute tasks based on the information gathered by the profiler. Usually this involves solving an optimization problem whose objective functions are to maximize battery life or minimize application latency.

In order to reduce application response time, there are three ways that a cloudlet may help:

1) It can use its superior computing capability to pre-process and reduce the data that must be transmitted to the cloud, thereby reducing communication times.
2) It can utilize its rich storage capacity to cache a portion of a large database from the cloud, so that frequently-needed database elements can be delivered over the local network to the mobile device when it needs them.
3) It has the ability to serve multiple mobile devices and offload tasks to multiple cloud servers. The cloudlet can profile all of the available resources (i.e., cloud servers) in the network and then execute task-distribution algorithms in order to optimize overall performance.

In this paper, we introduce a cloud-based face recognition system that allows mobile devices to perform near-real-time face recognition by taking advantage of the resources made available by the cloudlet and the cloud. Cloudlet pre-processing and data reduction can reduce the communication time at the expense of computation [27]. If this computation time within the cloudlet can be minimized, there is a case for acceleration. Potentially, the cloudlet can cache a portion of the database that is permanently stored in the cloud, thereby reducing the bandwidth burden on the mobile-cloud link. Furthermore, the cloudlet is able to serve multiple mobile phones at the same time and is able to optimize their performance by applying a scheduling algorithm. In this paper, we will focus on the analysis of the benefits of using a cloudlet as a dedicated pre-processor for our face recognition application.

IV. THE MOBILE-CLOUD FACE RECOGNITION SYSTEM

In this section, we will focus on the computational requirements of Face Recognition (FR) and how we implement FR on our mobile-cloudlet-cloud system. FR application contains three steps: face detection (abbreviated FD), conversion of the detected face to a set of coefficients, forming an eigenvector (an operation defined as projection in the literature, PJ) and a database search (denoted S). Note that, PJ and S steps are highly interrelated. We will now detail each one of these steps.

A. Face Detection (FD)

FD step isolates the useful information (the face) from the entire raw image. Since FD is not database-dependent, it can
be separated from the subsequent steps and performed on any device with adequate computational power [28]. This gives us an opportunity to accelerate FD using a cloudlet. We used the Viola-Jones object detection framework [29]–[31] for FR.

Modern mobile devices incorporate System-on-Chips (SoCs), such as TMS320DM36x from Texas Instruments [32] to detect faces without consuming much CPU time and energy. Additionally, modern mobile operating systems such as Android 4.0 Ice Cream Sandwich, have a built-in API for the camera module [33], and with the help from these SoCs, FD can be performed in real-time while previewing from the camera. However, legacy mobile phones do not have such an accelerator and even with such an acceleration, the maximum number of faces is limited (e.g., max. two faces per frame on the LG Nexus 4 with Android 4.2 Jelly Bean). FD function is mainly introduced to support camera focusing. Additionally, FD computational demand is directly related to the resolution of the image. A resolution of 1280x720 is typical for phones introduced after 2011. Distinguishing a face from a crowd of 100’s (or more) faces requires higher resolution, and has a much higher computational demand.

Using the OpenCV library [34] and Intel Threading Building Blocks (TBB) [35], the multi-threaded CPU version of FD took around 1500 ms to detect 17 faces in a 1280x720 images, which already eliminates any opportunity for real-time FD. Sending the entire image to a remote server does not help either, since it will place a burden on the network bandwidth and will result in an increased application response time. To exemplify, sending 1280x720 images (200KB) at 7 frames per second (fps) implies a data rate of 11Mbps, which is very demanding even for modern WAN, 3G, and 4G networks. Adding a cloudlet between the LAN and WAN can help us achieve the goal of real-time FD [15]. The cloudlet can be orders of magnitude more powerful than mobile devices in terms of computation by incorporating a powerful GPU. Figure 2 depicts FD execution times on a 800x480 image using an Nvidia GPU takes 20–40 ms.

### B. Projection (PJ)

Although FD lets us separate the face from the background, the face image still contains redundant information for recognition. To further reduce the amount of information, we can use an eigenface approach [36], where, the detected face is projected onto the eigenface space to generate the eigenvector, which makes comparisons with potential faces much less computationally-intensive. The eigenfaces are generated from a database by using Principle Component Analysis (PCA) to extract a low-dimension representation from the higher-dimension image space (i.e., the database).

Thanks to the PCA, we can ignore a large portion of the eigenfaces without losing much precision by keeping those with the eigenvalues that are highest in magnitude. The eigenvalue associated with each eigenface represents how much an image in the database varies from the mean image in that direction. The eigenfaces with small eigenvalues only contain information about detailed differences, which is not critical under most cases. Figure 3 shows the relationship between the number of eigenfaces and the percentage of information of the entire database covered by the first $k$ eigenfaces ($P(k)$), which is calculated as shown in Equation 1,

$$P(k) = \frac{\sum_{i=1}^{k} \left( \sum_{j=1}^{n} \Omega_{i,j} \right)^2}{\sum_{i=1}^{n} \left( \sum_{j=1}^{n} \Omega_{i,j} \right)^2}$$

where $\Omega_{i,j}$ is the $i^{th}$ component (eigenvalue) of the eigenvector for the $j^{th}$ image in the database and $n$ is the total number of images in the database. As can be seen in Figure 3, a small number of eigenfaces can cover most of the information in the database. Another interesting observation here is that the smaller a database size is, the higher ratio of eigenfaces is necessary to cover the same percentage of information. We used a heuristic principle for how to determine the number of eigenfaces : 8x smaller than the number of total images in the database which covers sufficient information for accurate FR.

---

**Fig. 2:** FD execution times for 800x480 images (* means estimated).

**Fig. 3:** % information covered with an increasing number of Eigenfaces.
C. Database Search (S)

To recognize faces, we use neighbor search (NNS) and minimize the distance between the test face and the \( k \)th face in the database \( d_E(k) \) as shown in Equation 2,

\[
d_E(k) = \sqrt{\sum_{i=1}^{n} (\Omega_{i,test face} - \Omega_{i,k})^2}
\]  

(2)

where \( \Omega^i \) is the \( i \)th component of the eigenvector for the \( k \)th face in the database and \( n \) is the total number of eigenfaces. The face whose eigenvector yields the nearest distance will be the prediction of the input face. This is typically done by the cloud since the cloud generally has more storage space for the database than the clouddlet.

V. PERFORMANCE EVALUATION

A. Experimental Setup

Figure 4 illustrates four evaluated cases: The \( M_+ \) case was evaluated using an LG Nexus 4 smartphone with Android 4.2 Jelly Bean OS, which supports a built-in real-time FD API, though it is only capable of detecting up to two faces per frame. The mobile device compresses the entire acquired frame (in the \( M_- \) case), or up to two faces (in the \( M_+ \) case) to JPEG and sends them to the clouddlet for processing. For \( M_+ \) devices, the Android API makes its best efforts to acquire, compress and send every frame, but certain incoming frames might be skipped if the hardware acceleration limit has been reached. In our experiments, the rate was around 7 fps at a resolution of 1280x720.

The clouddlet has high-speed connections to the mobile device (e.g., 802.11n), and amasses two-orders-of-magnitude higher processing power. We emulated a clouddlet using two different Windows workstations. The first consisted of an Intel i7-960 Bloomfield CPU and an Nvidia GTX 480 GPU, and the second consisted of an Intel i7-4770K Haswell CPU and an Nvidia GTX 760 GPU. To isolate our system from the general public network traffic, we placed a dedicated wireless router between the mobile and the clouddlet.

We emulated a cloud server using a Windows workstation with an Intel i7-960 Bloomfield CPU with a Nvidia Tesla C2075 GPU and an Intel i7-4770K Haswell CPU with a variety of Nvidia GPUs: GTX 480, GTX 760 and GTX 780. In our system, the cloud server is capable of handling each data type and performing respective FR functions (FD, PJ and S) as required. By referencing the established performance baseline, it becomes clear that in order to achieve a tangible acceleration of the FR process with larger databases (> 2000 images), there is a necessity for significant computational power within the cloud. If the cloud server is indeed much more powerful than the clouddlet (and is not heavily loaded), the clouddlet may opt to offload a portion of its processing load to the cloud with the aim to reduce the overall response time.

The cloud server may receive 1) raw images from the mobile to perform FD, PJ and S, 2) detected faces from the mobile to perform PJ and S, 3a) projected vectors from the FD-enabled clouddlet to perform S, 3b) detected faces from the FD-enabled clouddlet to perform PJ and S and 4) eigenvectors from the FD-disabled clouddlet to perform S. Finally, the cloud sends the result back through the clouddlet to the originating mobile device. Although the connection between the clouddlet and the cloud server is LAN in our experiments, we added latencies to the response time on the cloud server to simulate real WAN conditions. The latency data was obtained through our experiments as described in our work [7]. Real latency data is obtained from experiments conducted on Planet-Lab where computers are physically located all over the world. Since mobile phones are typically served by cloud servers located on the same continent, we chose three servers in North America: Albuquerque, New Mexico; Ottawa, Ontario; and Santa Barbara, California. The databases we used were sourced from the MUCT face database [37], which contains 273 distinct individuals with 10 to 15 images each, and the University of Essex Face Recognition Data [38], which contains 395 individuals with 20 images each.

B. Experimental Results

Figure 5 depicts the results of our experiments with each Case depicted in Fig. 4. We are interested in the performance...
gain when we add a cloudlet to perform the pre-processing. As illustrated in Fig. 4, the baseline is when there is no cloudlet; the mobile sends the entire image or detected faces to the cloud as in Cases 1 and 2, respectively. By inserting the cloudlet into the architecture we see significant reductions in query times when the database is relatively small (nearly 128x), as seen for Cases 3 and 4. The addition of the cloudlet vastly increases the upload speed of the mobile frames since they travel over LAN in lieu of WAN. The acceleration provided by the cloudlet, however, steadily decreases with database size because we have introduced a database-dependent vector type. This imposes a communication delay upon the WAN that eventually surpasses the delay reduction furnished by the LAN, resulting in a net deceleration of the communication component of the FR process. Assuming a vastly powerful cloud server, further data reduction methods can be employed by the cloudlet to mitigate such vector-database dependency.

PJ times for Haswell i7-4770K and various GPUs are depicted in Fig. 6. Cumulative moving averages were calculated over several minutes of continuous FR queries with various devices and database sizes. PJ times for each device increase linearly with database size, however the rate of increase for the GPUs show proportionality to the device clock speed, not the number of CUDA cores or the theoretical peak device GFLOPS as might be initially expected. This explains why the recorded PJ times for the GTX 760 (2258 GFLOPS, 980 MHz base clock) are much less than those of the GTX 780 (3977 GFLOPS, 863 MHz base clock).

To carry our experimental results further, we formulated a device-compute-power relation for FD, PJ and S process
times, then extrapolated a cloud model located in Ottawa, ON with a performance of approximately 500 TFLOPS. The simulated query times for each of the four studied cases are represented in Fig. 7. Extending Case 3a is Case 3b, where the cloudlet is dedicated solely to performing FD and furnishing a LAN connection to the mobile device. As we have seen, cases involving PJ in the cloudlet (Case 3a and Case 4) produce minimized query times until the database reaches a certain size. Since we assume the cloud to have much greater compute-power than the cloudlet, its PJ time will not grow as quickly. Therefore, we may offload PJ to the cloud by opting to pass face data. Cloud PJ must occur below a threshold time interval defined by parameters entirely available to the cloudlet. We formalize the relationship in Eq. 3 below,

\[ t_{PJ_{\text{cloudlet}}} < t_{PJ_{\text{cloud}}} = \left( \frac{faces_{\text{Bytes}} - vector_{\text{Bytes}}}{WAN_{kBps}} \right) \tag{3} \]

Extrapolated FR performance boundaries for our recorded face data sizes are represented in Fig. 7 as Case 3b, 160kB Face and Case 3b, 1kB Face. Use of the face data type in lieu of the vector type reduces the database size dependency of the overall FR process. Because of this, for FR applications utilizing large databases, it may be beneficial to down-sample each face to a minimal size where PJ can always be handled by the cloud, with a low provisional impact on the FR result accuracy. We can schedule the cloudlet to perform PJ in other cases, such as momentary lag over the WAN.

Pivotal variables in Eq. 3 are the WAN speed and face data size. Since face data is proportional to its pixel-occupancy in the source frame, we have found that it could indeed be much smaller than the projected eigenvector. In Fig. 8, this case is represented by the 0.4kB Face and the 16kB Face curves. We would prefer sending the face over the vector because the negative differential (face < vector) gives the cloud processing headroom, meaning, it may take longer to perform PJ than the cloudlet would, but still net a reduced query time. Illustrated by the 32kB Face and 170kB Face curves, as WAN speeds decrease, the growing positive differential (face > vector) between communicating a face or a vector across the WAN leads to a cut-off point where the cloud must be expected to perform PJ in zero time or less. Below this point, PJ in the cloudlet is the best solution.

This issue introduces the need for intelligence within the cloudlet in order to efficiently distribute tasks. The cloudlet has the capacity to be aware of parameters such as cloud and cloudlet performance, respective database sizes and real-time WAN speed (by periodically pinging the cloud on a defined frame interval) which contribute to an estimate for a threshold face data size. We have also embedded the cloud PJ time within each result data packet (when applicable). The cloudlet is able to skim this value from the result before passing it on to the mobile device, thereby forming a cumulative moving average for PJ performance in the cloud. To inform the decision to offload projection to the cloud, Eq. 3 is evaluated in the cloudlet with respect to each active cloudlet-cloud pair, so an optimal solution could be chosen in real-time.

VI. CONCLUSIONS AND FUTURE WORK

We presented a mobile-cloudlet-cloud architecture to perform real-time face recognition by executing this application in three distinct steps: Face Detection (FD), Projection (PJ) and Searching (S). We observed that, due to their separability, these three steps can be executed in different hardware components: Mobile device (M), Cloudlet (CL), and Cloud (C). While M and CL components are connected through a single-hop communication link (i.e., 802.11n or 802.11ac LAN), allowing large chunks of data to be transferred in a small amount of time, the link between CL and C is much slower due to the multi-hop internet connection. We provided a detailed study of utilizing a cloudlet to accelerate the three aforementioned operations and determined that the FD and PJ operations can both benefit from a hardware-based acceleration.

We provided a detailed analysis of the computational requirements of the FD and PJ operations. What we see with
the cloudlet is the ability to minimize query times in any scenario by monitoring independent parameters and intelligently delegating the projection subroutine to the proper device. Additionally, due to the GPU implementation, the detection process in the cloudlet is significantly more robust than the mobile device, with the capacity to generate detection data for many faces per frame in a matter of milliseconds.

Meta-system performance is thus bottlenecked by the per-frame face density factor and the computational load of per-face projection. Therefore, the post-detection hardware-software implementation should utilize a parallel approach which will lend to the most observable evaluation criterion for the system: overall frame-rate. Our results show that, a cloudlet, equipped with suitable GPU accelerators can provide up to 128x speed improvement for the overall frame rate, although the degree of acceleration diminishes as the latency of the far cloud servers start dominating the run times.
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