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ABSTRACT

The amount of data processed annually over the Internet has crossed the zetabyte boundary, yet this Big Data cannot be efficiently processed or stored using today’s mobile devices. Parallel to this explosive growth in data, a substantial increase in mobile compute-capability and the advances in cloud computing have brought the state-of-the-art in mobile-cloud computing to an inflection point, where the right architecture may allow mobile devices to run applications utilizing Big Data and intensive computing. In this paper, we propose the MOBILE Cloud-based Hybrid Architecture (MOCHA), which formulates a solution to permit mobile-cloud computing applications such as object recognition in the battlefield by introducing a mid-stage compute- and storage-layer, called the cloudlet. MOCHA is built on the key observation that many mobile-cloud applications have the following characteristics: 1) they are compute-intensive, requiring the compute-power of a supercomputer, and 2) they use Big Data, requiring a communications link to cloud-based database sources in near-real-time. In this paper, we describe the operation of MOCHA in battlefield applications, by formulating the aforementioned mobile and cloudlet to be housed within a soldier’s vest and inside a military vehicle, respectively, and enabling access to the cloud through high latency satellite links. We provide simulations using the traditional mobile-cloud approach as well as utilizing MOCHA with a mid-stage cloudlet to quantify the utility of this architecture. We show that the MOCHA platform for mobile-cloud computing promises a future for critical battlefield applications that access Big Data, which is currently not possible using existing technology.
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1. INTRODUCTION

In military operations, object recognition applications play an important role. For example, military personnel could wear night vision goggles with object recognition capabilities to identify key targets swiftly and with high accuracy. The two crucial aspects of these types of object recognition applications are accuracy in identifying the targets and response-time or latency. While the accuracy is controlled in part by the quality of the object recognition algorithms, such processing inherently entails a considerable amount of computation with large, if not enormous, database support. This leads to the question of whether we can provide a system that supports the performance of object recognition in the battlefield, allowing troops to identify target objects with high accuracy in real-time or near-real-time.

Despite rapid advances in mobile and computing technologies, many troops today still rely on traditional equipment including maps, compasses, radio and GPS devices as a guide during warfare.\(^1\) One reason is that time is critical in warfare, where even a second delay may jeopardize the life of a serviceman or even endanger national security. Many recent advances in technologies enable mobile devices to be an additional accessory for the 21\textsuperscript{st} century soldier.\(^1\) However, several technical challenges still exist in the development and deployment of such systems. First, the sheer volume of information, i.e., Big Data, accessed by mobile devices increases computing
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time significantly. Second, mobile devices in the battlefield are connected to servers remotely over satellite links whose latency is far from negligible. Third, mobile devices cannot choose to utilize only locally available resources to avoid all of these problems since mobile devices have limited computing and storage resources. These limitations may cause slow computation and substantially increased response time, and thus adversely affect the quality or speed of responses for threat detection.

As a solution, we propose a mobile-cloud computing architecture called MOCHA (MOBILE Cloud-based Hybrid Architecture) that is well-suited for military applications handling Big Data. In this paper, we consider specifically object recognition applications, especially in the context of the battlezone. To run such applications using existing systems, a mobile device would take a picture of an observed object, send a request along with this image to a server running in the cloud, and the server would then compare this image with images from its database and return a matched result back to the mobile device. These images and results are likely to be transferred over satellite links with long latency, as discussed earlier. In an effort to reduce this delay, in MOCHA we introduce a middle box called a *cloudlet* between the mobile device and the cloud for data pre-processing and caching. Using the cloudlet, the mobile would send the picture to the cloudlet over a high speed link, and then the cloudlet would perform either some or all of the processing. If the cloudlet could not complete the processing itself (or if it lacked the necessary data from a large database), it would send the remaining computation requests to the cloud through a satellite link. The cloud would respond to the cloudlet, which would then send the final response back to the mobile device. In this paper, we use simulations to evaluate the benefit of the MOCHA architecture compared with having the mobile communicate with cloud servers directly. Our aim is to investigate the effectiveness of MOCHA, and to recommend how to minimize overall response time given resource limitations. In our scenarios, the cloudlet is located within close proximity to the troops, such as in a tank or a helicopter near the squad.

Our contributions are summarized as follows:

1. We formulate a mobile-cloudlet-cloud architecture called MOCHA for running computationally intensive applications, such as object recognition applications, from mobile devices with the goal of minimal response time.

2. We provide insight into the benefits of using the cloudlet under military environments. We compare the performances of the situations when we use the cloudlet (MOCHA) and when we do not have access to the cloudlet, and we study under which conditions the system benefits most or least from the cloudlet.

The rest of the paper is organized as follows. In Section 2, we describe our MOCHA architecture, providing details of each component. In Section 3 we develop an approach to reducing the overall response time using an optimized algorithm and run simulations to show the benefits of this optimized approach as well as the benefits of the MOCHA architecture. In Section 4, we provide an overview of related work, and we summarize our conclusions and future work in Section 5.

Table 1. Comparison of the normalized capabilities of a mobile device, a cloudlet, and the cloud

<table>
<thead>
<tr>
<th></th>
<th>Mobile Device</th>
<th>Home Cloudlet</th>
<th>Enterprise Cloudlet</th>
<th>Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute</td>
<td>1</td>
<td>100 – 10K</td>
<td>10K – 100K</td>
<td>10K – 100M</td>
</tr>
<tr>
<td>Memory</td>
<td>1</td>
<td>100 – 100</td>
<td>100 – 1000</td>
<td>1000 – 10M</td>
</tr>
<tr>
<td>Storage</td>
<td>1</td>
<td>100</td>
<td>10K</td>
<td>100K – 1 M</td>
</tr>
<tr>
<td>Latency</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>1000</td>
</tr>
</tbody>
</table>

### 2. THE MOCHA ARCHITECTURE

Despite the incessant increase in the compute capabilities of mobile devices driven by consumer demand, the same increase is also observed in the capabilities of desktop computers, approximately at the same rate. This is due to the architectural and technological improvements being applied to mobile platforms as well as desktop
platforms simultaneously, driven by an equally healthy demand for compute-power in both mobile and desktop platforms. The approximate relative computational parameters for mobile devices and a large cloud provider, such as Amazon AWS\textsuperscript{2}, as well as both a home-based and an enterprise cloudlet, are shown in Table 1. This table shows the large gap between the processing capabilities of the mobile, the cloudlet and the cloud, both in terms of processing power and network latencies. This gap is expected to stay the same for the foreseeable future due to the two- or three-orders-of-magnitude difference in the energy source of the mobile and desktop platforms unless game-changing advances can be made in battery technology. Assuming a linear relationship between the energy source and the compute-capability of computational devices, this implies that the large gaps shown in Table 1 will not close in the foreseeable future.

This promises a rich set of applications that can use mobile devices as the input source, with the acquired data sent through the Internet to the cloud for processing and the results sent back to and displayed on the mobile device. Synergistic coupling of the mobile and the seemingly infinite-compute-power of the cloud in this way is theoretically an excellent solution and might be the most cost-effective option for applications that are not sensitive to latency. However, as described in the Microsoft MAUI project\textsuperscript{3}, some applications might never be feasible from mobile devices, due to the high latency of the mobile-cloud connection. Adding a cloudlet, a local device that provides 100 to 1000 times higher computational power than the mobile with minimal latencies, creates possibilities for running latency sensitive and computationally-intensive applications such as battlefield object recognition from a mobile device.

As a solution to massively parallelizable mobile-cloud applications (e.g., battlefield object recognition), we propose using the MOCHA architecture illustrated in Figure 1. We envision the cloudlet to be the middle layer located very close to the mobile (i.e., in a nearby tank or helicopter), providing three or four orders of magnitude higher compute-power than the mobile, embedded in the soldiers’ goggles. The cloud is accessed through a high-latency satellite link either from the mobile or from the cloudlet, when the cloudlet cannot complete the required tasks alone.

2.1 Mobile Device

We propose the mobile layer of our MOCHA architecture to be a soldier’s night-vision goggles, or other sensory input devices located on the soldier. While some pre-processing is possible on the mobile, higher computation at the mobile layer implies higher battery located on the soldier. Therefore, we propose the main task of our mobile device to be to capture and send data (e.g., images) to the cloudlet for pre-processing. If the cloud was closely located so the communication latency was negligible, the captured data could be sent to the cloud directly, bypassing the cloudlet. However, due to the multi-second latency of the satellite communication

Figure 1. The MOCHA Architecture: soldiers’ mobile devices interact with the cloudlet in the tank or helicopter and the cloud via network connections including satellites in the battlefield.
links, an intermediate stage buffer is necessary, using the cloudlet. While certain threat-detection functions can tolerate multi-second delays, many of them require response times less than a second, making it necessary to use the intermediate cloudlet layer to permit utilization of advanced timing optimization and communications algorithms.

To quantify the compute-demands of a real-time object recognition application, we have run an experimental object recognition algorithm and detected an object from a 1000-entry object database. Using the widely-accepted OpenCV library, this computation took 12 s on an INTEL i7-960 computer, running a single thread. Increasing the object dictionary will only increase the runtime. In this specific scenario, we can quantify the power-demand by multiplying the 12 s by the 130 W that the CPU consumes: a total of 1,560 J total energy, which would have reduced to around 250 J for a multi-threaded version of the same program, due to the 4C/8T architecture of the i7. Even at the 10 frame-per-second object detection rate, the power consumption requirement would be 2,500 J per second (i.e., 2,500 W) for real-time continuous object detection. Such a power source is feasible inside a tank, but placing it on the soldier would mean a 25 kg. (55 lbs.) battery lasting only for one to two hours using state-of-the-art Li-Ion technology. Hence, we need another solution to enable this application running from the mobile on the soldier.

### 2.2 Cloudlet

The cloudlet is the middle-stage layer with significantly higher compute, communications, and storage capabilities as compared to the mobile. We analyze the effect of each one of these separately.

#### 2.2.1 Compute Capability

The cloudlet is conceptualized to have the capability of massively parallel processing (MPP) where a few ten thousand threads are actively executing as opposed to plain parallel processing (PP) where only a few hundred simultaneous threads are active. Graphics Processing Units (GPUs) are designed specifically in support of MPP utilizing commodity GPU hardware and provide an excellent solution for the type of applications that are being described in this paper, with a significantly better Watts-per-GFLOPS metric than CPUs. We envision liquid-cooled ruggedized rackmount cases inside the tank, containing ten to twenty GPUs (e.g., Nvidia GTX 590 with a 2.5 TFLOPS compute capacity and a 350 W power consumption each). By today’s state-of-the-art standards, such an array of GPUs would consume a few kW, and would provide close to 20 to 30 TFLOPS of peak compute-power, forming a ruggedized super-computer. Improved compute power allows the cloudlet to run much more sophisticated algorithms to determine the optimum paths of the computation between mobile and cloudlet and cloudlet and cloud (e.g., synchronous optimization), as well as pre-processing of the input data before it is dispatched to the cloud. Such a high compute capability will also allow the cloudlet to perform most of the functions itself without requiring dispatching to the cloud, allowing it to act as the compute-buffer.

Such a compute-power could only be assumed to be available on the soldier in 2025+ at today’s rate of growth, making it necessary to place this layer inside a unit that can provide such power, such as the tank. In addition to the insensitivity to the weight issue, a tank also uses fossil-fuel-fired power generation which in itself has a few orders-of-magnitude advantage for power density. The power density issue is exacerbated due to the demand for real-time encryption and decryption of the data that is constantly being transferred between the mobile and the cloudlet (or between mobile and the cloud), also placing a significant demand on the compute-capability of the mobile, making it even more difficult for the mobile to cope with the object recognition task itself.

#### 2.2.2 Storage Capability

In addition to the compute-capability of the cloudlet, another drastic advantage can help many database-driven applications: storage-capability. While a mobile device can be conceptualized to have a storage of hundreds of GB, processing this data requires compute-power, diminishing the usefulness of having large amounts of storage in the mobile, without the availability of matching compute-power. Furthermore, large amounts of storage (e.g., multiple TB) is only available in the form of hard drives made out of mechanical parts, which are not very practical to locate on the soldier. Vibration-insensitive flash or other non-volatile storage is, therefore, necessary (e.g., Solid State Disk - SSD) with implied limits of less than 1 TB. The cloudlet, on the other hand, can contain hundreds of these units, implying a two- to three-order-of-magnitude higher storage. This has a direct
correlation to the capability of the cloudlet to cache a portion of the Big Data necessary for processing (e.g., object dictionary). With this storage-buffer role, the cloudlet can significantly reduce the number of database elements that have to be transferred from/to the cloud, thereby having a significant impact on the overall performance.

### 2.2.3 Communications Capability

One final advantage of the cloudlet is the ability to relieve the mobile from the unreliability and location-sensitivity of the satellite communication. Since satellite communication is very location-sensitive, placing this responsibility on the cloudlet allows the cloudlet to use much higher communications energy to efficiently communicate with the satellite with a much higher reliability, and potentially collaboratively use the other cloudlets for communications acceleration. This allows the soldier to access its compute-resources (whether it is the cloudlet or the cloud) through much more reliable links (e.g., secure WiFi) and run the application reliably since the cloudlet acts as the communications buffer.

We assume each cloudlet to transfer control to other cloudlets when one is down during the highly-fluid battlefield environment. We envision intelligent algorithms running on the mobile layer, continuously monitoring the available cloudlet resources and picking one (or more) that is available with the highest amount of compute-power. In the unfortunate case of zero available cloudlet resources, the mobile resorts to direct communication with the cloud layer at a drastically reduced response-time, but with full functionality and security maintained.

<table>
<thead>
<tr>
<th>Table 2. Characteristic of Satellite Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earth Orbit</td>
</tr>
<tr>
<td>Constellation</td>
</tr>
<tr>
<td>Data Rate</td>
</tr>
<tr>
<td>Latency (seconds)</td>
</tr>
<tr>
<td>Coverage</td>
</tr>
</tbody>
</table>

### 2.3 Cloud

In our system, we use the term “Cloud” to refer to the vast compute-resources available outside the battlefield, accessible through a satellite communication link. For battlefield applications that can tolerate the high latencies, such as pre-examination of the battlefield for certain threats, the cloudlet layer provides diminished utility and the cloud may be accessed directly. However, even if time delay is not a problem, there are advantages to going through the cloudlet to access the cloud rather than directly from the mobile device. For example, the cloudlet can perform more advanced task partitioning algorithms than the mobile, and it can more easily ensure reliable data transfer to the cloud, saving energy on the mobile. For either method (going directly from the mobile or through the cloudlet), the pre-processed and encrypted data packets can be sent to data-centers located outside the battlefield via satellite links for processing.

A list of the existing satellite links are tabulated in Table 2. The Globalstar second-generation satellites launched into LEO in 2011 support a throughput of 64 Kbps with less than 0.04 s round trip time (rtt); \(^\text{15}\) the O3b satellites, with an expected throughput of 1.25 Gbps and an expected round trip latency of 0.125 s, are anticipated to launch into MEO in 2013; \(^\text{16}\) and the Wideband Global SATCOM (WGS) satellites launched into GEO in 2007 provide the US Department of Defense’s highest-capacity satellite communication links, supporting data throughput of 2.1-3.6 Gbps with a round trip latency of 0.24 s. \(^\text{17}\) While MEO permits communications with the cloud efficiently, LEO has a very low throughput, making it only useful for applications with small data sizes. GEO, on the other hand can transfer data very efficiently, albeit at much higher latencies, limiting its usefulness for applications requiring very low response times. Important aspects of the cloud for consideration are:

- Since the cloud amasses a virtually infinite compute-capability, it is the only option for certain tasks that are intractable even for the cloudlet. Example applications are the ones requiring a compute power in excess of the 100 TFLOPS range.
• Even if a single application (such as the aforementioned object recognition) does not demand such a high compute-power, running the same application for ten to twenty soldiers on the cloudlet simultaneously might. Therefore, it is necessary to run intelligent algorithms on the battlefield to send non-latency-sensitive data to the cloud to avoid burdening the cloudlet with unnecessary processing.

• Although the tank will contain a significantly higher power density than a soldier, performing such computations in the tank will consume its resources (e.g., fuel), which has an important implication in the battlefield, further emphasizing the importance to send all tasks to the cloud when they can tolerate high latencies.

• Despite the high communication latency to reach the cloud, the compute-capability of the cloud is near infinite. This implies an inflection point, where the runtime reduction from the cloud might actually surpass the latency when the overall compute time is calculated. This will hold true for extremely high compute-demand applications, or the case of significant unavailability in the cloudlet compute power. This could happen due to damaged tanks, or damaged cloudlet units inside the tanks.

• While the cloudlet can cache a large portion of the database that is necessary for processing (e.g., object dictionary), it is limited by the state-of-the-art storage technologies. While it is possible for the cloudlets to cache around 100TB to 300TB of the database, the cloud can very well contain a multi-PB (peta-byte) database, making it necessary to access the cloud when the object being searched is not in the database of the cloudlet.

3. EVALUATION OF THE BENEFITS OF MOCHA

When performing any application using cloud (or distributed) resources, there are three main concerns: (1) accuracy of the result, (2) latency or response-time in obtaining the result, and (3) cost. While the accuracy of the result depends on the computation performed, the response-time depends on both the processing time at the various servers as well as the communication latency among the different computing devices and back to the end point. Cost depends on the type of cloud resources (public or private) being used. Clearly, these three performance metrics can be traded-off against each other. For example, a less sophisticated computation algorithm can be run to reduce response-time at the cost of reduced accuracy, or more servers can be used to perform the computation to reduce response-time for the same accuracy at an increased cost.

In this section, we analyze the impact of our MOCHA architecture in a computationally-intensive battlefield application that requires a fast response-time with limited communication resources, but has no cost constraint. Battlefield applications rely on satellite communication links to transfer data to the cloud, where the throughput and latency of these satellite links vary based on how the satellite orbits the earth (e.g., low earth orbit (LEO), medium earth orbit (MEO), geostationary earth orbit (GEO) and high earth orbit (HEO)\textsuperscript{18,19}). The detailed characteristic of these satellite links are shown in Table 2.

3.1 Mathematical Formulation

In our simulations, we consider three different scenarios for performing the computationally-intensive object recognition application using LEO and GEO satellite links in a battlefield scenario.

(i) Global Cloud: in this scenario, the mobile sends a 20 kB image through a satellite link to one or multiple cloud servers (C), where the processing is performed, and the results are sent back to the mobile. We consider the throughput and latency for LEO and GEO satellite links as described in Table 2. In this scenario, the response time of the application can be determined by

\[
T_{\text{total}}^{\text{M+C}} = t_{\text{communication}}^{\text{M+C}} + t_{\text{compute}}^{\text{C}}
\]  

(1)

where \(T_{\text{total}}^{\text{M+C}}\) is the application response time determined by the sum of the total communication latency (\(t_{\text{communication}}^{\text{M+C}}\)) and the total compute time at the cloud (\(t_{\text{compute}}^{\text{C}}\)). The former can be broken into three separate components as shown below

\[
t_{\text{communication}}^{\text{M+C}} = r t_{\text{M+SR}}^{\text{M+SR}} + t_{\text{transfer}}^{\text{M+SR}} + t_{\text{transfer}}^{\text{SR+C}}
\]  

(2)
where round-trip-time $(rtt_{M \leftrightarrow SR})$ is the amount of time it takes to initiate and complete the communication between the mobile (M) and the satellite receiver (SR) as described in Section 2.3. Once the communication has been initiated, the amount of time it takes to transfer the data is calculated as

$$ t_{M \leftrightarrow SR}^{\text{transfer}} = \frac{\text{DataSize}}{R_{M \leftrightarrow SR}} $$

where $\text{DataSize}$ is the amount of the data being transferred through the channel and $R_{M \leftrightarrow SR}$ is the channel data rate. The total computation time ($t_{\text{compute}}^C$) is the sum of two separate components as follows

$$ t_{\text{compute}}^C = t_{\text{pre-process}}^C + t_{\text{post-process}}^C $$

where $t_{\text{pre-process}}^C$ is the initial pre-processing step of the application, common to most image processing tasks (e.g., SIFT feature extraction$^{20}$), and $t_{\text{post-process}}^C$ is the actual processing time of the information using the output from the pre-processing step (e.g., object recognition$^{21}$). In scenario (i), we assume that both pre- and post-processing are performed at the cloud due to the compute-intensity of both tasks being too high for the mobile alone. To gain intuition into the capabilities of the three different satellite options (i.e., LEO, MEO, and GEO) shown in Table 2, the total communication latency for transferring 20kB of data is calculated as follows

$$ t_{M \leftrightarrow LEO}^{\text{communication}} = rtt_{M \leftrightarrow LEO} + \frac{20KB}{64Kbps} = 0.040 + 2.5 = 2.54s $$

$$ t_{M \leftrightarrow MEO}^{\text{communication}} = rtt_{M \leftrightarrow MEO} + \frac{20KB}{1.25Gbps} = 0.125 + 0.0001 = 0.125s $$

$$ t_{M \leftrightarrow GEO}^{\text{communication}} = rtt_{M \leftrightarrow GEO} + \frac{20KB}{3.6Gbps} = 0.240 + 0.00002 = 0.24s $$

This clearly shows the large impact of $rtt$ for MEO and GEO, for small data sizes. It is clear from Equation 2 that to see the benefits of the higher-end MEO and GEO links, the data sizes should be in the MB range or higher. Equation 2, however, does not take into account the variations in the data rate due to the unpredictability of the satellite communications. The latency for transferring the 20 kB image from the satellite receiver to the cloud server (i.e., $t_{SR \leftrightarrow C}^C$) can vary from 0 s (assuming the cloud server is at the satellite receiver) to 0.2 s when these effects are included.

(ii) Cloudlet: in this scenario, the mobile sends the 20 kB image to the cloudlet through an 802.11n link whose throughput is 100 Mbps and whose latency is 0.01 s$^{22}$. The cloudlet performs the object recognition computation, and the results are sent back to the mobile. Following the same terminology as Equation 1, we can define the expanded equation

$$ T_{\text{total}}^{M \leftrightarrow CL} = rtt_{M \leftrightarrow CL} + t_{\text{transfer}}^{M \leftrightarrow CL} + t_{\text{pre}}^C + t_{\text{post}}^C = 10ms + \frac{20KB}{100Mbps} + t_{\text{pre}}^C + t_{\text{post}}^C = 11.6ms + t_{\text{pre}}^C + t_{\text{post}}^C $$

where the pre- and post-processing times are denoted as $t_{\text{pre}}$ and $t_{\text{post}}$. As is apparent from Equation 5, the response time of the application ($T_{\text{total}}^{M \leftrightarrow CL}$) in scenario (ii) is dominated by the pre- and post-processing compute steps (i.e., $T_{\text{total}}^{M \leftrightarrow CL} \approx t_{\text{pre}}^C + t_{\text{post}}^C$). Considering the two to three orders-of-magnitude difference between the compute capabilities of the mobile and the cloudlet, Equation 5 suggests that the response time will only degrade to below an acceptable level if the algorithm being run on the cloudlet is computationally intensive. Otherwise, the cloudlet will be able to perform both the pre- and post-processing without the necessity of accessing the cloud (assuming that all of the required database is readily available in the cloudlet memory). Following our description in Section 2.2.1, the cloudlet can act as the compute buffer by performing the pre- and post-processing, which would be intractable tasks for the mobile alone.

(iii) Cloudlet+Global Cloud: in this scenario, the mobile again sends the 20 kB image through a high-speed, low-latency link (802.11n) to the cloudlet, where the pre-processing is done, but the post-processing can be offloaded from the cloudlet to the global cloud through satellite links. In this case, since the cloudlet is able to preprocess the image, we assume that only 10 kB of data must be transferred to the cloud through the satellite
link, but the latency for transferring the 10 kB data from the satellite receiver to the cloud server in this case will vary from 0 s to 0.1 s. Using the terminology from the previous scenarios, the total response time is

\[ T_{\text{total}} = rtt_{M\leftrightarrow CL} + rtt_{CL\leftrightarrow SR} + t_{M\leftrightarrow CL} + t_{CL\leftrightarrow SR} + t_{SR\leftrightarrow C} + t_{\text{pre}} + t_{\text{post}} \approx rtt_{CL\leftrightarrow C} + t_{CL\leftrightarrow SR} + t_{SR\leftrightarrow C} + t_{\text{pre}} + t_{\text{post}} \]  

where the approximation in Equation 6 is possible due to the significantly lower values of \( rtt_{M\leftrightarrow CL} \) and \( t_{M\leftrightarrow CL} \) and the ability for the cloudlet to perform the pre-processing in an amount of time that is significantly less than the desired response time of the application (i.e., \( t_{\text{pre}} \ll T_{\text{total}} \)). As mentioned in Section 2.2, the cloudlet acts as the compute buffer by performing the pre-processing and as the communications buffer by removing the 10kB additional transfer burden from the \( CL \leftrightarrow C \) channel.

### 3.2 Task Partitioning

In each of these scenarios, we assume an *embarrassingly parallel* application, which can be partitioned into a fixed number of independent and identical tasks that must be performed by one or more computational units. All tasks must be complete before the final result can be sent back to the mobile. We consider two task partitioning algorithms, which we call *fixed* and *greedy*. In the fixed approach, tasks are evenly distributed among available cloud resources (cloudlet and/or cloud servers) for processing. The overall response time is based on the time taken for the last response to be returned. In the greedy approach, the cloud resources (cloudlet and/or cloud servers) are ordered by their (known) response times to complete a task, and the first task is assigned to the cloud server that can complete this task with the minimal amount of time. We then continue assigning tasks in a sequential order to the cloud server/cloudlet that takes minimal time to complete the task (note that this may be the same cloud server as given prior tasks if this provides the minimal overall response time to complete the task). We continue partitioning tasks using a greedy approach to select the cloudlet and/or the cloud servers, and the overall response time is again calculated based on the time taken for the last response to be returned.

### 3.3 Evaluation of Different Scenarios

In our first set of simulations, the performances of the fixed and greedy approaches for the three different scenarios are compared using Monte Carlo simulations, for an application that is broken into five independent and identical tasks that are distributed among the available cloud and cloudlet resources. We assume that the time for the cloudlet and each cloud server to process a task is a uniform random variable between 0.01 s and 0.1 s. The time taken to perform the task partitioning algorithm at the mobile device or at the cloudlet, and the buffer time taken by the mobile device to send the image are ignored.
Figure 2 shows the average and 95% confidence bounds for the overall response time for the Global Cloud, Cloudlet and Cloudlet+Global Cloud scenarios using LEO and GEO links and both the greedy and the fixed task partitioning algorithms (note that the Cloudlet scenario doesn’t perform task partitioning since all tasks are performed at the cloudlet). The availability of the Global Cloud is based on satellite coverage, and in the case the Global Cloud is not available, these results show that the Cloudlet scenario can provide a reasonable response time. Additionally, it is clear that the greedy approach greatly outperforms the fixed approach in task partitioning, reducing the overall average response time (across all three scenarios). The greedy approach requires knowledge of the latencies and the processing times for the cloud servers. This may be difficult to obtain in practice (especially for the Global Cloud scenario where the mobile would need to collect this information). However, if estimates of latencies and processing times are available, the greedy approach can provide a great improvement in response-time, which is critical for many battlefield applications.

With our next set of simulations, we aim to understand the performance of the different scenarios as the computational load increases. Thus, we analyze the performance of the Global Cloud, Cloudlet and Cloudlet+Global Cloud scenarios when we vary the number of tasks that must be completed from 1 to 10. In this simulation set, the processing time per task of all the cloud servers and the cloudlet is once again a uniform random variable between 0.01 s and 0.1 s, and we assume that 5 cloud servers are available. Figure 3 shows that the Cloudlet and Cloudlet+Global Cloud scenarios again provide great benefit in terms of response time, but the benefits diminish as the amount of computation (number of tasks) increase for GEO satellite links, since the long latency links become less relevant in the overall response time. This figure also shows that if the Global Cloud is not available, the application can trade-off accuracy for response time by reducing the computation (resulting in a reduction in the number of tasks to be completed).

Satellite is the primary means of communication for mobile personnel in the military, and hence communication coverage is never guaranteed. Modern satellite communication promises increased bandwidth with reduced round trip time (latency)\(^4,23\). Thus, in the next set of simulations, we explore the performance of the different scenarios under varied satellite link latencies based on image sizes ranging from 1 kB to 100 kB using LEO and GEO, while the processing time of the cloudlet and the cloud servers is a uniform random variable between 0.01 s and 0.1 s, the number of tasks is set to five, and there are five cloud servers available. Figure 4 shows that the Cloudlet and Cloudlet+Global Cloud are beneficial for both LEO and GEO satellite links.

In order to evaluate the speed-up provided by the cloudlet, we define \(T_{M\rightarrow C}\) as the response time when going from the mobile to the cloud (i.e., the Global Cloud scenario); and \(T_{M\rightarrow CL\rightarrow C}\) as the response time when going
from the mobile to the cloudlet to the cloud. Thus, the percent speed-up in response time enabled by the cloudlet (for the greedy \((g)\) and fixed \((f)\) task partitioning algorithms), can be defined as:

\[
\gamma_{f/g}^{M\leftrightarrow C\mid CL} = \frac{T^{f/g}_{M\leftrightarrow C} - T^{f/g}_{M\leftrightarrow CL\leftrightarrow C}}{T^{f/g}_{M\leftrightarrow C}} \tag{7}
\]

Table 3 shows the speed-up performances for the different scenarios, summarizing the results shown in Figures 2-4. From this table, we can clearly see that the cloudlet is beneficial, providing speed-ups in response time ranging from 12% to as much as 98% for the scenarios we tested. These results show that using a cloudlet as an intermediary, as proposed in the MOCHA architecture, is beneficial under different conditions, such as varied communication latencies, computational demand and satellite links. Irrespective of the satellite coverage and latency, MOCHA guarantees a minimal response time, and the energy exploited due to heavy computation at the mobile device can also be eliminated. Also, the smart task partitioning of the greedy algorithm can enhance the cloudlet performance by choosing resources appropriately for the computation. As shown by these simulations, the benefits of MOCHA are significant, and it is well suited for computationally-demanding military applications where satellite communication is unpredictable and national/personnel security cannot be compromised.

4. RELATED WORK

Cloud computing has recently been considered for military, defense and national security purposes. The report titled “State of Public Sector Cloud Computing” written by Vivek Kundra, the Federal Chief Information Officer, discusses the status of cloud computing technologies adopted and planned in the federal government including defense agencies. The most notable project is RACE (Rapid Access Computing Environment).
initiated by the DISA (Defense Information Systems Agency). The RACE service provides a process for development and testing of applications to a DISA Defense Enterprise Computing Center using virtual server technology. Other projects include AEC (Army Experience Center), Forge.mil\textsuperscript{27} again by DISA, and PSDT\textsuperscript{28} (Personnel Services Delivery Transformation) by the United States Air Force. All of these projects use cloud computing as their basic technologies to provide computing and storage resources.

The rapid advancements in mobile technology and cloud computing have enabled many mobile cloud computing applications. Irrespective of the security concern presented in the work by Keller,\textsuperscript{29} where face recognition and cloud computing are used to match a snapshot with a person’s online identity in less than a minute, the mobile’s resources and cloud computing techniques need to be exploited to benefit applications that utilize Big Data. Hyrax\textsuperscript{30} enables smartphone applications to form a distributed computing cloud, which implements Hadoop\textsuperscript{31} in Android phones using the MapReduce function. Similarly, Huerta-Canepa and Lee\textsuperscript{32} developed an ad-hoc cloud computing architecture motivated by the smartphone’s ubiquitousness and available resources. Chun and Maniatis\textsuperscript{33} investigate the feasibility of dynamically partitioning application processing between weak devices (i.e., smartphones) and clouds. They formulated this partitioning problem as an optimization that minimizes execution time given resource constraints. Inspired by the fact that the data access patterns of many mobile applications depend on the current location of the user, WhereStore\textsuperscript{34} caches cloud data on the phone based on location information using the current location and the prediction of future locations.

Energy efficiency of smart mobile devices is studied in conjunction with cloud computing in work by Miettinen.\textsuperscript{35} RACE\textsuperscript{36} proposes the idea that mobile phones can act as data relay nodes to augment network connectivity between servers and the battery-constrained mobile devices. Motivated by the fact that virtual data centers in the cloud partition compute power but have little control over network bandwidth partitioning, Seawall\textsuperscript{37} explores possibilities that clients share network resources in such a way that each of them isolate themselves from others fairly. The software architecture in smartphones in support of secure personal clouds is discussed in work by Seong et al.\textsuperscript{38} CasCap\textsuperscript{39} is a cloud-assisted context-aware power management framework that utilizes the resources in the cloud to support secure, low-cost and efficient power management for mobile devices. Gilbert et al.\textsuperscript{40} propose a visionary system that automatically validates how secure mobile apps are at app markets using cloud computing. Berriman et al.\textsuperscript{41} used the Montage image mosaic engine to compare the cost and performance of processing images on the Amazon EC2 cloud and the Abe high performance cluster at the National Center for Supercomputing Applications (NCSA) to emphasize the necessity of provenance management.

5. CONCLUSIONS AND FUTURE WORK
We have presented our MOCHA platform that enables a rich new set of battlefield applications including object recognition with near-real-time responses. This platform consists of three components, namely mobile, cloudlet, and cloud, in which the cloudlet helps reduce the high latency of the satellite communication between the mobile and the cloud. In our context, the cloudlet is located in mobile military vehicles such as aircrafts or tanks in communication with sensory devices equipped with soldiers (the mobile). Our simulations show that the cloudlet indeed accelerates battlefield applications at the expense of extra hardware. Our results also indicate that intelligent algorithms for distributing tasks from the cloudlet to the cloud datacenters are crucial in order to reduce the overall response time given the long latency of satellite links. Overall, we conclude that the MOCHA architecture shows promise for battlefield applications that need to access Big Data for processing.
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