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The motivation of this senior project is to improve the reliability of the 
current Video CAPTCHA by implementing an image inpainting algorithm 
to eliminate visible text within the video, thus reduce the risk of being 
bypassed using OCR attacks while avoiding visual artifacts to be shown to 
the end-users. We completed the following work to prototype a pipeline 
that we take in images or decomposed video frames that contain text, 
inpaint the specified text region, and eventually evaluate the inpainting 
performance.  
1.  Investigated four major inpainting algorithms, and chose Bertalmio’s 

Image Inpainting [1] for our inpainting step  
2.  Concluded a proper stop point of the iteration and a optimal dilation 

size for the text region mask for our particular case of inpainting, 
because those are not specified in the Bertalmio’s paper 

3.  Developed framework to pre-process the inpainted images for the OCR 
attack  

4.  OCR attacked the pre-processed images and measured the attack 
success rate using the string edit distance.  

5.  Assessed the inpainting through perceptual appearance of the inapinted 
image.  

 
 

OBJECTIVE	
  

Background	
  

•  Inpainting 
We examined four inpainting algorithms, including the Image Inpaint- ing 
[1] and Simultaneous structure and texture image inpainting [2] by 
Bertalmio, et al, Region filling and object removal by exemplar-based 
image inpainting [6] by Criminisi, et al, and Total Variation-based method 
proposed by Chambolle [3], but eventually chose to incorporate 
Bertalmio’s original image inpainting algorithm to our text removal 
pipeline because of its assumption of distinguishable contour lines agrees 
with the fact that text natural scenes or artificially imposed are usually of 
bold color on a smooth background.  
This iterative algorithm is basically consisted of two steps: Inpainting and 
Diffusion.  
Inpainting Step  
Given a 2D gray-scale image I of size M × N, the inpainting process can be 
generally described using 
 
where (i,j) are the pixel coordinates that needs to be inpainted within the 
inpainting region Ω, In(i,j) is the input image at each iteration and Itn(i,j) is 
the update to the input image, and ∆t is the rate of improvement.  
Since we need to smoothly propagating information Ln(i,j) from outside 
the inpainting region Ω into the region Ω across the inpainting boundary 
δΩ along the direction N⃗n(i,j), the update It

n(i,j) needs to be  
 
where δLn(i,j) is a measure of the change in the information L(i,j). To 
smoothly propagate information inside, Ln(i,j) should be a image 
smoothness estimator. Thus we can use the discrete Laplacian 
 
where the subscripts represent the derivatives. Therefore, the change 
δLn(i,j) of the discrete Laplacian can be expressed as 
 
Meanwhile, the direction of the inpainting N⃗n(i,j) is defined as the 
direction of the contour lines, therefore it can be calculated by 
 
 
Eventually the discrete implementation of the update It

n(i,j) becomes 
 
 
The last term in the equation is the slope-limited version of the norm of the 
gradient of the image that 
 
 
where 
 
 
and the sub-indexes b and f denote backward and forward differences 
respectively, and m and M denote the minimum or maximum, respectively, 
between the derivative and zero.  
Diffusion Step  
To further propagate information into the region and ensure the smoothness 
of the propagation, a diffusion step is suggested to be applied after each 
iteration of inpainting by the paper. Anisotropic diffusion is used in order 
to achieve goal without losing sharpness in the reconstruction. The discrete 
anisotropic diffusion can be described using the following equation.  
 
 
The paper suggested a total iteration T = 3000, with inpainting iteration 
t=17 and diffusion iteration d=2. 
 

METHODS	
  

Our pipeline for the experiments is shown below 
 
 
 
•  Testing datasets  
The testing datasets we used for our experiments were the ICDAR robust 
reading and text locating testing datasets, which contain 251 images of 
natural scenes that contains in total 517 lines of text (five images without 
text were also included) We resize the oversized image (longest size > 480 
pixels) to 480p resolution which resembles the resolution of a typical 
online video. The text regions are provided by [15] and dilated with a disk 
that has radius of 1 % of width the of the biggest text bounding box within 
in the image. The dilations were made to deliver the optimal inpainting 
result. (Figure 3) 
 
 
 
 
 
 
 
 
•  Inpainting algorithm  
Our pipeline starts with a text-containing image and the defined 
corresponding text regions. We inpaint the text region with the modified 
Bertalmio’s algorithm in which the algorithm stops when the difference in 
MSE between the current iteration image and the original image is smaller 
than 0.1 × 10−4 compared to the previous iteration or after 1500 iterations. 
Such threshold was made due to the fact that we found the inpainting 
algorithm converges around that point. (Figure 4) 
 
 
 
 
 
 
 
 
 
•  Pre-processing of the inpainted image  
The following pre-processing procedures were applied to the inpainted 
images to ensure OCR success rate. (Figure 5) 
1.  Extracting the text regions of the image to smaller images  
2.  Mean shift filtering to reduce the noise and segment the text out [4]  
3.  Convert the segmented color images to gray-scale 
4.  Image binarization using Otsu’s method [12] 
•  OCR attacks  
Finally, we ran OCR attacks on the pre-processed images. We chose the 
Tesseract OCR engine3 for its better performance among the open source 
OCR engines. For the parameters of the OCR, we set the language to 
English and page segmentation to treat the image as a single text line.  
 
 
 
  
 
 

Experiments	
   Result	
  

We used Levenshtein distance [10] as the 
metric for OCR attack assessment. Here we 
showed five samples of inpainting results 
in Figure 6, and the corresponding OCR 
attack results, including the recognized text 
and the Levenshtein with and without 
inpainting are shown in Table 1.  
 
 
 
 
 
 
Plotting out the histograms of the 
Levenshtein distance between the ground 
truth text and OCR results with and without 
inpainting for all 517 text lines in the 250 
testing images in Figure 7, we can 
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•  Inpainting 
In art world, the word ”inpainting” referred to the process of precise 
restoring of the lost or damaged part of paintings. This technique has been 
widely used by skilled art conservators to recover valuable paintings. In a 
typical inpainting process, the inpainting region is defined first, after that, 
contour line intercept at the boundary containing structure information near 
the boundary are extended into the inpainting region, and then different 
areas inside the inpainting region segmented by the contour lines are filled 
with the corresponding colors matched at the boundary, eventually textural 
details are extended into the region. [8]  
•  Digital Image Inpainting 
Bertalmio’s Imaging Inpainting is arguably the first paper on digital image 
inpainting. The algorithm proposed in the paper exactly follows the 
fundamental inpainting principles stated above. In such algorithm, Given 
the inpainting region and boundary of the inpainting region, the goal of 
such algorithm is to prolong the contour lines of different gray-scale level 
arriving at the boundary, while maintaining the angle of arrival [1]. Shown 
in Figure 1. 
 
 
 
 
 
•  Video CAPTCHA  
Kluever and Zanibbi [9] developed a novel video-based CAPTCHA system 
which will take in a video clip from user-contributed video sites, i.e. 
YouTube1, then ask the user to watch the clip and type in three keywords 
about the video. The CAPTCHA test is passed if the typed in keywords 
match the retrieved keywords. 
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Figure	
  5:	
  Sample	
  pre-­‐processing	
  result,	
  leX	
  column:	
  original	
  
image,	
  right	
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  from	
  top	
  to	
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  pre-­‐processing	
  results	
  in	
  

the	
  order	
  as	
  described	
  

Table	
  1:	
  OCR	
  aYack	
  result	
  

Figure	
  6:	
  Sample	
  inpain/ng	
  result	
  

clearly see that inpainting successfully reduced the OCR attack success 
rate from 38.29% to 3.8%, if we count exact match between OCR result 
and ground truth as a successful attack.  
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Figure	
  7:	
  Histogram	
  of	
  the	
  Levenshtein	
  distance	
  between	
  the	
  ground	
  truth	
  text	
  and	
  the	
  
OCR	
  text	
  before	
  (leX)	
  and	
  aXer	
  (right)	
  the	
  inpain/ng.	
  
	
  


