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Gradient Descent (or Ascent)
• Simple modification to Hill Climbing

• Generally assumes a continuous state space

• Idea is to take more intelligent steps
• Look at local gradient: the direction of largest change
• Take step in that direction

• Step size should be proportional to gradient 

• Tends to yield much faster 
convergence to optima
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Race of the Optimizers!

http://cs231n.github.io/neural-networks-3/#hyper
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A Recipe for 
Optimization



A Recipe for 
OptimizationGradients

Reverse-mode 
differentiation 

(computational calculus) 
can be used to compute 

derivatives of most 
function efficiently 



Approaches to Differentiation
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So…what is a derivative?!
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The Finite Difference Method
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W
𝒇𝒇(𝒙𝒙,𝒚𝒚,𝑾𝑾) = 𝚺𝚺𝐢𝐢 𝐩𝐩𝐢𝐢 − 𝐲𝐲𝐢𝐢 𝟐𝟐

𝒇𝒇*

𝒑𝒑 = 𝑾𝑾 ⋅ 𝒙𝒙 𝒚𝒚

Computational Graph (Example)Model

Objective function
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Stochastic Hill-Climbing
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𝑓𝑓 𝑥𝑥 = −�
𝑖𝑖

(𝑥𝑥𝑖𝑖 sin 𝑥𝑥𝑖𝑖 + 0.1 𝑥𝑥𝑖𝑖) Negative Alpine Function



Stochastic Gradient Ascent
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𝑓𝑓 𝑥𝑥 = −�
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(𝑥𝑥𝑖𝑖 sin 𝑥𝑥𝑖𝑖 + 0.1 𝑥𝑥𝑖𝑖) Negative Alpine Function



Questions?
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