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Tensors in statistical learning
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Identity matrices
Creating identity matrix in NumPy:



Norms
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NumPy Equivalent:
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𝑳𝒑 Norm



The Frobenius norm
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Norms Can Serve as the Building 

Blocks for Distance Measurements!

Euclidean distance



The symmetric matrix
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Inversion: use numpy.linalg
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Standard inversion operator:

(Moore-Penrose) pseudo-inverse operator:

Sometimes, there is no 
matrix inverse!

Determinant, i.e., det(A) = |A|

A



Why do we care about ops? 
Computation graphs

Linear algebra 

operators can 

be arranged in 

a directed 

graph!
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A Simple Linear Predictor
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A Simple Linear Predictor
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Numerical 
Optimization
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Categories of decision making problems

Category 1:
• The set of possible alternatives for the decision is a finite 

discrete set typically consisting of a small number of elements.
• Example: “A teenage girl knows four boys all of whom she likes, and has 

to decide who among them to go steady with.”

• Solution: scoring methods

Category 2:
• The number of possible alternatives is either infinite, or finite 

but very large, and the decision may be required to satisfy 
some restrictions and constraints 

• Solution: unconstrained and constrained optimization 
methods



Combinatorial Problems: Fitness Landscape
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Combinatorial Problems: Fitness Landscape



In the modern world, pennies matter, microseconds matter, 
microns matter.



Category 2 Decision Problems & Solution Flow

1. Get a precise definition of the problem, all relevant data and 
information on it.

• Uncontrollable factors (random variables)
• Controllable inputs (decision variables)

2. Construct a mathematical (optimization) model of the 
problem.

• Build objective functions and constraints

3. Solve the model
• Apply the most appropriate algorithms for the given problem

4. Implement the solution























Convex vs. non-convex 
optimization problems!







Questions?
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