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Elementwise composed functions
• Can build from simple routines:

cos(.), sin(.), exp(.), etc.  (the “.” means argument)

Softmax: Sigmoid:

Let’s write these out to 
our Python interpreter!



Transposing/manipulation in NumPy
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Matrix multiplication
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Referred to sometimes as matrix-matrix product or matrix-vector product 
(or matrix multiply)



Matrix-matrix multiply

• Matrix-Matrix multiply (outer product)
• Vector-Vector multiply (dot product)

• The usual workhorse of statistical learning
• Vectorizes sums of products (builds on dot product)
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Matrix/vector products

• You can emulate some behaviors with dot product and transpose
• 𝐷𝑜𝑡 𝑥, 𝑦 = 𝑥𝑇 ⋅  𝑦  ; 𝑂𝑢𝑡𝑒𝑟 𝑥, 𝑦 = 𝑥 ⋅ 𝑦𝑇

• Can also use np.matmul (@) to get same effect (lines up with other packages)
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• Inner (dot) product - combine 2 vectors into scalar to 
measure their alignment/similarity (reduction)

• Outer product - combines 2 vector into matrix to 
capture pairwise interactions (expansion)
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Vector form (one unit)

𝐱𝟎

𝒙𝟏

𝒙𝟐

𝐰𝟎 𝐰𝟏 𝐰𝟐𝒉𝟎: * = 𝛗(𝐰𝟎  ∗  𝐱𝟎 + 𝐰𝟏  ∗  𝐱𝟏 + 𝐰𝟐  ∗  𝐱𝟐)

This calculates activation value of single (output) 

unit that is connected to 3 (input) sensors.
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Vector form (two units)

𝐱𝟎

𝒙𝟏

𝒙𝟐

𝐰𝟎 𝐰𝟏 𝐰𝟐

𝐰𝟑 𝐰𝟒 𝐰𝟓

𝒉𝟎: * = 𝛗(𝐰𝟎  ∗  𝐱𝟎 + 𝐰𝟏  ∗  𝐱𝟏 + 𝐰𝟐  ∗  𝐱𝟐)

𝛗(𝐰𝟑  ∗  𝐱𝟎 + 𝐰𝟒  ∗  𝐱𝟏 + 𝐰𝟓  ∗  𝐱𝟐)

This vectorization easily generalizes to multiple (3) 

sensors feeding into multiple (2) units.

𝒉𝟏:

Known as vectorization!
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Now let us fully vectorize this!

𝐱𝟎 𝐱𝟑

𝒙𝟏 𝒙𝟒

𝒙𝟐 𝒙𝟓

𝐰𝟎 𝐰𝟏 𝐰𝟐

𝐰𝟑 𝐰𝟒 𝐰𝟓

𝒉𝟎: * = 𝛗(𝐰𝟎  ∗  𝐱𝟎 + …) 𝛗(𝐰𝟎  ∗  𝐱𝟑 + …)

𝛗(𝐰𝟑  ∗  𝐱𝟎 + …) 𝛗(𝐰𝟑  ∗  𝐱𝟑 + …)

This vectorization is also important for 

formulating mini-batches.

(Good for GPU-based processing.)

𝒉𝟏:
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Tensors in statistical learning



Questions?
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?
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