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Linear algebra is used 
throughout engineering 

(based on continuous math)

What is linear algebra?

For a larger subset/treatment: 
 Linear Algebra by Georgi E. Shilov

Also read: “Linear Algebra for Dummies” 



Transpose of a matrix

5 Useful property of transpose



Transposing/manipulation in NumPy
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Vector as a special case of the matrix



Matrix addition: an elementwise operation
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Matrix addition (and subtraction)

• Add / subtract operators follow basic properties of normal 
mathematical addition / subtraction

• Matrix A + Matrix B is computed (element by element; elementwise)

0.5 -0.7

-0.69 1.8

0.5 0.7

-0.69 1.8

.5 + .5 = 1.0 -.7 - .7 = -0.0
-.69 - .69 = -1.38 1.8 + 1.8 = 3.6+ =



Hadamard product (elementwise multiplication) 

• Multiply each A(i, j) to each corresponding B(i, j)
• Element-wise multiplication (similar in spirit to addition)

• Elementwise division follow same format

0.5 -0.7

-0.69 1.8

0.5 0.7

-0.69 1.8

.5 * .5 = .25 -.7 * .7 = -.49

-.69 * -.69 = .4761 1.8 * 1.8 = 3.24=



Elementwise operators
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Elementwise functions (vectorized operators)

• NumPy contains many vectorized functions – elementwise 
evaluation of basic mathematical functions (over tensors)

• Take in tensor/ndarray, return tensor/ndarray of same shape as input 
(though not necessarily of same type)
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Sinusoid function



• Elementwise functions can be single or multi-argument
• Can use the np.vectorize to convert some custom functions to those 

that operate on tensors/ndarrays
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NumPy Statistics Functions

• Can calculate certain statistics over tensors 
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Σ = summation (capital sigma)
Π = product (capital pi)



Elementwise composed functions
• Applied to each element (i, j) of matrix/vector 

argument 
• Can build from simple routines:

 cos(.), sin(.), exp(.), etc.  (the “.” means argument)

• Identity:
• Logistic Sigmoid:
• Softmax:

• Linear Rectifier:

1.0 -1.4

-0.69 1.8

𝜑𝜑(1.0) = 1 𝜑𝜑(-1.4) = 0

𝜑𝜑(-0.68) = 0 𝜑𝜑(1.8) = 1.8
=𝝋𝝋( )

We compose/create 
functions out of the 
basic/elemental 
elementwise 
functions we saw 
before!



Tensor logical expression functions
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Questions?
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