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A spectrum of machine learning tasks

• Low-dimensional data (e.g. 

less than 100 dimensions)

• Lots of noise in the data

• There is not much structure in 

the data, and what structure 

there is, can be represented by 

a fairly simple model.

• The main problem is 

distinguishing true structure 

from noise.

• High-dimensional data (e.g. 

more than 100 dimensions)

• The noise is not sufficient to 

obscure the structure in the 

data if we process it right.

• There is a huge amount of 

structure in the data, but the 

structure is too complicated to 

be represented by a simple 

model.

• The main problem is figuring 

out a way to represent the 

complicated structure so that it 

can be learned.

Typical Statistics------------Artificial Intelligence
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Supervised Learning Tasks
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Unsupervised Learning 

Tasks
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Historical background:
First generation neural networks

• Perceptrons (~1960) 
used a layer of hand-
coded features and tried 
to recognize objects by 
learning how to weight 
these features.

– There was a neat 
learning algorithm for 
adjusting the weights.

– But perceptrons are 
fundamentally limited 
in what they can learn 
to do.
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Second generation neural networks (~1985)
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What is wrong with back-propagation?

• It requires labeled training data.

– Almost all data is unlabeled.

• The learning time does not scale well

– It is very slow in networks with multiple 

hidden layers.

• It can get stuck in poor local optima.



Overcoming the limitations of  back-

propagation

• Keep the efficiency and simplicity of using a 

gradient method for adjusting the weights, but use 

it for modeling the structure of the sensory input.

– Adjust the weights to maximize the probability 

that a generative model would have produced 

the sensory input. 

– Learn p(image) not  p(label | image)

•If you want to do computer vision, first learn 

computer graphics

• What kind of generative model should we learn?



Belief Nets

• A belief net is a directed 

acyclic graph composed of 

stochastic variables.

• We get to observe some of 

the variables and we would 

like to solve two problems:

• The inference problem: Infer 

the states of the unobserved 

variables.

• The learning problem: Adjust 

the interactions between 

variables to make the 

network more likely to 

generate the observed data.

stochastic

hidden        

cause

visible 

effect

We will use nets composed of 

layers of stochastic binary variables 

with weighted connections.  Later, 

we will generalize to other types of 

variable.



Stochastic binary units
(Bernoulli variables)

• These have a state of 1 

or 0.

• The probability of 

turning on is determined 

by the weighted input 

from other units (plus a 

bias)
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Learning Deep Belief Nets

• It is easy to generate an 

unbiased example at the 

leaf nodes, so we can see 

what kinds of data the 

network believes in.

• It is hard to infer the 

posterior distribution over 

all  possible configurations 

of hidden causes.

• It is hard to even get  a 

sample from the posterior.

• So how can we learn deep 

belief nets that have 

millions of parameters?
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Questions??
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