
On Finding the Structure in Time

Alexander G. Ororbia II
Introduction to Machine Learning

CSCI-635
2/11/2025

Without “time funnels” or “temporal queues”…
Companion reading: 
Chapter 10 of Deep Learning textbook



Feedforward Neural Networks (FNNs)



Why might we need 
something other than FNNs?



impractical for



The Problem of Long-Term Dependencies
One appeal of RNNs is  idea that they might be able to connect previous 

information to present task, e.g., using previous video frames might 
inform the understanding of present frame. 
If RNNs could do this, they would be extremely useful!

But can they? It depends.



The Problem of Long-Term Dependencies
Sometimes, only need to look at recent information to perform present task. 

For example, consider a language model trying to predict the next word 
based on the previous ones. 
If we are trying to predict the last word in“the clouds are in the sky” we 
do not need any further context – next word is going to be sky. In these 
cases, where gap between relevant information and place that prediction 
is required is small, RNNs can learn to use past information



The RNN Building Block
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The RNN, Unrolled
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White Board Time! 
(Turning MLPs into RNNs)



Unfolding over Time
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http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns/







LSTM Networks

LSTMs also have a chain-like structure, but repeating module has a different 
structure; instead of having a single neural network layer, there are four 
which interact in a particular way



The LSTM Building Block
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Gated Recurrent Unit (GRU)
• A simplified version of the LSTM

– Merges forget and input gate into a single “update” gate
– Merges cell with hidden state

• Has fewer parameters than an LSTM and was shown to outperform LSTM on some 
tasks



The GRU Building Block
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The Encoder-Decoder Framework
• Auto-association (auto-encoding)

• Learn a compressed representation of the 
input (think of word2vec, except simpler)

• Bottleneck layer = meaningful latent space
• Can de-couple encoder & decoder

• Each can be complex, different functions 
(like RNNs)
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Multi-layer RNNs

• We can design RNNs with multiple hidden layers:

x1 x2 x3 x4 x5 x6

y1 y2 y3 y4 y5 y6

• Might need to consider exotic modifications: Skip connections across layers, across time, …







Neural Transformers

• Beyond the RNN?
• Source 

https://ai.googleblog.com/20
17/08/transformer-novel-
neural-network.html

FNNs in disguise!
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QUESTIONS?
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