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Multivariate Regressor Architecture

Hypothesis!

Cost:

Derivative/Update:

Optimizer:
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•Hypothesis representation

•Cost function
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• Threshold classifier output ℎ𝜃 𝑥  at 0.5
• If ℎ𝜃 𝑥 ≥ 0.5, predict “𝑦 = 1”
• If ℎ𝜃 𝑥 < 0.5, predict “𝑦 = 0”

Malignant? 

0 (No)

1 (Yes)

Tumor Size

ℎ𝜃 𝑥 = 𝜃⊤𝑥
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Why use Logistic Regression?

▪ There are many important research topics for which the  dependent 
variable is "limited"

▪ For example: whether or not a person smokes/drinks/skips class/takes 
advanced mathematics

▪ For these, outcome is not continuous or distributed normally
▪ Example: Are mothers who have high school education less likely to have 

children with IEP’s (individualized plans, indicating cognitive or emotional 
disabilities)

▪ Binary logistic regression is a type of regression analysis where dependent 
variable is a dummy variable: 
coded 0 (negative class: did not smoke) or 1 (positive class: did smoke)



Classification: 𝑦 = 1 or 𝑦 = 0

ℎ𝜃 𝑥 = 𝜃⊤𝑥 (from linear regression) 
can be > 1 or < 0 

Logistic regression: 0 ≤ ℎ𝜃 𝑥 ≤ 1

Logistic regression is actually for classification



Hypothesis Representation

•Want 0 ≤ ℎ𝜃 𝑥 ≤ 1

•ℎ𝜃 𝑥 = 𝑔 𝜃⊤𝑥 , 

where 𝑔 𝑧 =
1

1+𝑒−𝑧

• Sigmoid function

• Logistic (link) function

ℎ𝜃 𝑥 =
1

1 + 𝑒−𝜃⊤𝑥

𝑧

𝑔(𝑧)



Interpretation of Hypothesis Output

• ℎ𝜃 𝑥 = estimated probability that 𝑦 = 1 on input 𝑥

• Example: If 𝑥 =
𝑥0

x1
=

1
tumorSize

• ℎ𝜃 𝑥 = 0.7

• Tell patient that 70% chance of tumor being malignant



Logistic Regression

ℎ𝜃 𝑥 = 𝑔 𝜃⊤𝑥

𝑔 𝑧 =
1

1 + 𝑒−𝑧

Suppose we predict “y = 1” if ℎ𝜃 𝑥 ≥ 0.5

                                                                             𝑧 =  𝜃⊤𝑥 ≥ 0

                we predict “y = 0” if ℎ𝜃 𝑥 < 0.5

                                                                             𝑧 =  𝜃⊤𝑥 < 0

𝑧 = 𝜃⊤𝑥

𝑔(𝑧)

Log-linear model



Decision Boundary

•ℎ𝜃 𝑥 = 𝑔(𝜃0 + 𝜃1𝑥1 + 𝜃2𝑥2)

E.g., 𝜃0 = −3, 𝜃1 = 1, 𝜃2 = 1

•Predict “𝑦 = 1” if −3 + 𝑥1 + 𝑥2 ≥ 0

Tumor Size

Age



• ℎ𝜃 𝑥 = 𝑔(𝜃0 + 𝜃1𝑥1  + 𝜃2𝑥2  + 𝜃3𝑥1
2 + 𝜃4𝑥2

2)

E.g., 𝜃0 = −1, 𝜃1 = 0, 𝜃2 = 0, 𝜃3 = 1, 𝜃4 = 1

• Predict “𝑦 = 1” if −1 + 𝑥1
2 + 𝑥2

2 ≥ 0

• ℎ𝜃 𝑥 = 𝑔(𝜃0 + 𝜃1𝑥1  + 𝜃2𝑥2 + 𝜃3𝑥1
2 +

𝜃4𝑥1
2𝑥2 + 𝜃5𝑥1

2𝑥2
2 + 𝜃6𝑥1

3𝑥2 + ⋯ )



Where Does the Form Come From?

• Logistic regression hypothesis representation

ℎ𝜃 𝑥 =
1

1 + 𝑒−𝜃⊤𝑥
=

1

1 + 𝑒−(𝜃0+𝜃1𝑥1+𝜃2𝑥2+⋯+𝜃𝑛𝑥𝑛)

• Consider learning f: 𝑋 → 𝑌, where
• 𝑋 is a vector of real-valued features 𝑋1, ⋯ , 𝑋𝑛

⊤

• 𝑌 is Boolean

• Assume all 𝑋𝑖 are conditionally independent given 𝑌

• Model 𝑃 𝑋𝑖 𝑌 = 𝑦𝑘  as Gaussian 𝑁 𝜇𝑖𝑘 , 𝜎𝑖

• Model 𝑃 𝑌  as Bernoulli 𝜋
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What is 𝑃 𝑌|𝑋1, 𝑋2, ⋯ , 𝑋𝑛 ?



Questions?

Deep questions?!

Deep robots!
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