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The Encoder-Decoder Framework
• Auto-association (auto-encoding)

• Learn a compressed representation of the 
input (think of word2vec, except simpler)

• Bottleneck layer = meaningful latent space

• Can de-couple encoder & decoder
• Each can be complex, different functions
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Generative Models Revisited
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Auto-association



Autoencoding: The Encoder-Decoder Framework

• Auto-association (auto-encoding)
– Learn a compressed representation of the input, i.e., word2vec

– Bottleneck layer = meaningful latent space

• Can de-couple encoder & decoder
– Each can be complex, different functions







To learn this 
model, we could 
appeal to Monte 
Carlo sampling or 
to the calculus of 
variations…



…so we ‘re going 
to develop a 
variational 
inference scheme 
using your neural 
building blocks!

Not sure if a learnable 
generative model…

…or an intractable 
waste of time.
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QUESTIONS?
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