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Standard deviation -  a measure of data points differ from mean

Average of differences (w/ mean as reference point)

Higher standard deviation indicates higher spread, less consistency, 
and less “clustering/blobbing”

Sample standard deviation:  
 

Population standard deviation: 
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Statistics 



Expectation
X is univariate here!

X is p x 1 here! X is j x 1 here!



Variance-Covariance
covariance



Covariance

• Variance and Covariance:
• Measure of the “spread” of a set of points around their center of mass (mean)

• Variance:
• Measure of deviation from mean for points in one dimension

• Covariance:
• Measure of how much each of dimensions vary from mean 

with respect to each other

• Covariance is measured between two dimensions 
• Covariance → relation between two dimensions 
• Covariance between one dimension is variance





Matrix Determinant





The Central Limit Theorem

• In many cases, for i.i.d. random variables, sampling distribution of 
standardized sample mean tends towards a standard normal 
distribution even if original variables are not normally distributed

converge in distribution to a normal

of i.i.d. random variables w/



Example: Parameter Variance & Covariance
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Linear objective function:

No correlation, b1 less sensitive

~
V

ar
(b

2
)

~Var(b1)

Can change b1 and have little change 

in the objective function.  Objective 

function changes more quickly with b2



Positive: Both dimensions increase or decrease together Negative: While one increase the other decrease







Why? Well, Dimensionality Reduction…

• PCA (Principal Component Analysis): 
• Find projection that maximize the variance

• ICA (Independent Component Analysis):
• Similar to PCA except assumes non-Gaussian features

• Multidimensional Scaling: 
• Find projection that best preserves inter-point distances

• LDA(Linear Discriminant Analysis): 
• Maximizing the component axes for class-separation

• …



Data Compression

Reduce data from 3D to 2D

Andrew Ng



More Distributions

Exponential:

Dirac:

“Dirac density" of an idealized point mass or point charge -- a function that is equal to zero  

everywhere except for zero (integral over the entire real line is equal to one)

Used to predict the waiting time until 
the next event occurs, such as a 
success, failure, or arrival



Laplace Distribution
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Bernoulli Distribution
The Bernoulli distribution is the “coin flip” distribution.

X is Bernoulli if its probability function is:

X = 
1


0

w. p. p

w. p. 1− p

X=1 is usually interpreted as a “success.” E.g.:

X=1 for heads in coin toss

X=1 for male in survey

X=1 for defective in a test of product

X=1 for “made the sale” tracking performance



Bernoulli Distribution

Can prove/derive each of  

these properties!

p is 𝜙 in these formulas!



Empirical Distribution

An empirical (Dirac) distribution function is 

distribution function associated with empirical  

measure of a sample



Mixture Distributions

Figure 3.2

Gaussian mixture with 

three components





QUESTIONS?

Deep questions?!

Deep robots!
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