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Approaches to Differentiation



The Finite Difference Method
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Reverse Mode Differentiation

• Application of the chain-rule from 
calculus

• Can view ANNs at level of processing 
elements (PEs)— “neuronal graph”
– Follow dot-arrow diagram to get partial 

derivative scalars
– Limited flexibility, but simple to 

understand

• Can view this at lowest level—
computation graph
– Follow graph of operators & get partial 

derivatives using sub-rules (sum rule, 
product rule, etc.)

– Highly flexible
– Tools that do this:

• Theano:  
http://deeplearning.net/software/theano/ 

• TensorFlow2:  https://www.tensorflow.org/
• PyTorch: https://pytorch.org/ ‘Deep calculus”!



Computational Graph (Example)

+ 𝑅(𝑾)

Loss function

Regularization termArchitecture 
(“model representation”)



White Board Time! 
(Backprop & Computational Graphs)
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QUESTIONS?
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