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Decision Trees – Interrogating Your Data!



On Continuous Variables & Gain Ratio 
(Yay, More White Board!)





Ok, but is one tree 
enough?
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Some aspiring 
machine learning 
scientists can be 
musicians too, 

you know! 

Good ol’ Led Zep!
The Wingmen

An ensemble is kinda like a 
garage band…



Ensembling: Bagging and Boosting

• Ensembles can be very powerful
• Put together all classifiers (weak + strong learners)
• Intuition = different learners will pick up on different (statistical) 

regularities in
feature space

• Combine different perspectives to build a more intelligent 
complex system (a  "committee machine")
• Ensemble = more powerful than component classifiers

• Bagging & boosting = create data subsets through sampling 
with replacement
• Build a classifier on each subset

• Bagging, introduced by Breiman (1996), stands for “bootstrap 
aggregating”

• Bootstrap => sampling with replacement







Ensemble Methodology (White Board)



Decision Boundary of an Ensemble



Ensemble Methodology, Bagging (White Board)



A Bagging Ensemble System





Insight:  By ensembling predictors by averaging (or generally 
aggregating) many low bias, high variance predictors, we can 
reduce the variance while retaining low bias!



Insight:  By ensembling predictors by averaging (or generally 
aggregating) many low bias, high variance predictors, we can 
reduce the variance while retaining low bias!



36

QUESTIONS?


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8: Ensembling: Bagging and Boosting
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19: QUESTIONS?

