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https://www.reddit.com/r/machinegoofingoff/

We still have a lot 
to learn….



Artificial Neural Networks (ANNs): 
Neurobiological Motivations

 Human brain = a good candidate inference 

engine and learning algorithm

 Evidence of layered architectures in neuro-

scientific research, i.e., cortical structures

 Early success of specialized yet deep 
architectures

 Convolutional Networks, NeoCognitron

http://cs.brown.edu/~tld/projects/cortex/



An organic take on a neural 

system (Rummelhart, Hinton, & 

McClelland, 1986).



Why? Feature Abstraction

 Raw features, e.g., pixel values of image, viewed 

as “low-level” data representation

 Can be complex & high-dimensional

 Observed variables: “nature” sensory samples, 

observed/recorded

 Abstract representations = layers of feature 

detectors

 Latent /unobserved variables that describe 

observed variables 

 Capture key aspects of underlying stochastic process 

 Many concepts can be represented as (strict) 

hierarchies (taxonomy of species) → goal of model is 

to “learn” a plausible, structured unknown hierarchy 

 Idea:  extracting “structure” from 

“unstructured”/messy data

 Automatic feature engineering

http://www.slideshare.net/roelofp/2014-1021-sicsdlnlpg





Most of machine learning can be viewed as 
a type of ANN…if you squint hard enough…





Deep cat detector!
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QUESTIONS?
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