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The Decision Tree Hypothesis



Attribute Selection for Decision 

Tree Learning
•A Good Attribute

• Splits examples into (ideally) "all positive" or "all negative” subsets

•For Example Above (Selecting Tree Root Node)
• Patrons? is a better choice than Type? as attribute to select



It’s white board time! Crafting top-
down induction for decision trees!







The Top-Down 
Induction Algorithm



Decision Trees – Aggregated Piecewise Functions
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Divides (input) space into regions (nodes on lines  
categorize samples, leaf nodes on regions correspond  
to examples received). Piecewise-constant function  
(cannot learn function with more local maxima than  
number of training samples).
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QUESTIONS?
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