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Accelerated PSO (APSO)



APSO Setup

• Can exhibit global convergence

• 𝛼 ≈ [0.1,0.4] & 𝛽 ≈ [0.1,0.7], with 𝛼 = 0.2 and 𝛽 = 0.5 
as initial values (unimodal objectives)

• 𝛼 and 𝛽 should be in scale of variables 𝒙𝑖  (& search domain)

• Randomness schedule (i.e., monotonically decreasing fnt.)
• 𝛼 = 𝛼0𝑒

−𝛾𝑡, or, 𝛼 = 𝛼0𝛾
𝑡  where 0 < 𝛾 < 1

where 𝛼0 ≈ [0.5,1] (initial value), t marks iteration count, and 
𝛾 = [0.9,0.97] (control variable)

• Tune schedule 𝛼(𝑡) to optimization problem of interest



Questions?
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