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Course Page/Syllabus Up

• Syllabus and policy:

• https://www.cs.rit.edu/~ago/courses/633/index.html

• Prerequisites:

• (CSCI-603 and CSCI-605 and CSCI-661 with grades of B or 

better) or ((CSCI-243 or SWEN-262) and (CSCI-262 or CSCI-

263)) or equivalent courses
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The Traveling Salesman (TSP) Problem

5



The Traveling Salesman (TSP) Problem

6



The Traveling Salesman (TSP) Problem

7



The Traveling Salesman (TSP) Problem

8



The 1-Dimensional Bin Packing Problem
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The 1-Dimensional Bin Packing Problem



TSP Growth Rates
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An Inconvenient Truth
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Beyond the TSP…Other Intractable Problems
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Solving Intractable Problems w/ Metaheuristics
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Meta- Greek word for upper level methods

Heuristic – Greek word heuriskein – art of discovering new strategies to solve problems.



Metaheuristics

The idea: search the solution space directly. No math models, only a set 
of algorithmic steps, iterative method. Find a feasible solution and 
improve it. A greedy solution may be a good starting point.

Goal: Find the best solution for a given stopping criteria.

Applied to combinatorial and constraint optimization problems

Diversification and intensification of the search are the two strategies for 
search in metaheuristics. 

• Strike balance between them -- too much of either yields poor solutions

• Only a limited amount of time to search and are looking for good quality 
solution (quality vs. time tradeoff)
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Metaheuristic Categorization

Nature inspired (swarm intelligence, biology) vs non-nature inspired (simulated annealing, physics)

Memory usage (tabu search) vs memoryless methods (local search, simulated annealing SA) 

Deterministic (tabu, local search) vs stochastic (GA, SA) metaheuristics

• Deterministic – same initial solution leads to same final solution after several search steps

• Stochastic – same initial solution leads to different final solutions due to some randomness in algorithm

Population based search

• Manipulates a whole population of solutions – exploration / diversification

Single solution based search

• Manipulates a single solution – exploitation / intensification 

Iterative vs. Greedy:

• Iterative – start w/ complete solution(s) & transform at each iteration

• Greedy- start with empty solution, add decision variables until complete solution obtained
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When to use Metaheuristics

If one can use exact methods then do not use metaheuristics

P(olynomial) class problem with large number of solutions. P-time algorithms are known 

but too expensive to implement

Dynamic optimization - real-time optimization - metaheuristics can reduce search time and 

still find “good enough” solutions.

A difficult NP-hard problem - even a moderate size problem

Problems where objective function is black box, i.e. often simulated and have

no/inaccurate mathematical formulation for objective function(s)

Metaheuristic

Black box objective 

function

x f(x)

Assess 

quality 

of f(x)Quality metric
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Evolving Solutions for TSP
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Combinatorial Problems: Fitness Landscape
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Questions?
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