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A recurrent network is one in which there is feedback 
from a neuron’s output to its input.
Various models exist:
Jordan Network (feedback from net output to input)
Elman Network (“partially recurrent”: feedback from 
internal state output to input)
Hopfield Network 

Jordan vs. Jordan vs. Elman Elman NetworksNetworks

Elman Elman networksnetworks
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How to train How to train Elman Elman networks?networks?
One way:
Initialize the state values to nominal.
Repeat

Simulate one step of the network.
Compute the actual output.
Backpropagate the error.
Adjust the weights.
Compute the next state.

Until the error is sufficiently low.

Training feedback weightsTraining feedback weights



Training feedback weightsTraining feedback weights Demos ofDemos of ElmanElman NetworksNetworks

Two demos:
Matlab appelm1
NAS demo 11.2

Other possible ways to trainOther possible ways to train

BPPT (Backpropagation Through Time) 
would be another way: 
unroll the network some large number of 
levels, 
backpropagate, 
average the weight changes over the 
unrolled stages to get a single set of weight 
changes


