Neural Networks
dependence on time

Topic 5

Note: lecture notes by Bob Keller (Harvey
Mudd College, CA) are used
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Main idea: include time dynamics
intor NIN models

m So far NN have been a combinational input
pattern presented at once

m How to include into the models time?

m We want to consider cases where network
inputs and learned behaviour can include
functions of time

Applications

Signal processing

Sun-spot prediction

Predict the degradation of the ozone layer
Market analysis
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Example: Adaline Mimic
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Applications in training: Matlab

% DEFINE THE NETWORK

% We will use a learning rate of 0.

the initial network,
ignal adaptiv The
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Example: Training Adaline Mimic

adjust
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On-line training

m The Adaline Predictor can be trained
during operation.

m At each time step, one set of weight
modifications can be made.

m After a transient, the network learns to
mimic the desired behavior.

-  Tramning Adaline Mimic

m Recall the Adaline training rul

m Here input vector is the current input, along with
®m An Adaline is trained to mimic a specific input-
output behavior.
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Example; Adaline predictor Example; Adaline predictor training £ Example; Adalinepredictortraming-

signal to be predicted (2 sine waves of different frequencies
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Example; Adaline predictor training Example; Adaline predictor training ITor — target - output
% DEFINING A WAVE FORM % NEWLIN generates a linear network.

% TIME1 and TIME2 define two segments of time. % We will use a learning rate of 0.1, and five
m timel = 0:0.05:4; % from O to 4 seconds, steps of .05

delays in the input. The resulting network will
predict the next value of the target signal
using the last five values of the target.

T defines a signal which changes frequency once: mlr=0.1;
m T = con2seq([sin(time1*4*pi) sin(time2*8*pi)]); m delays=[12345];
% The input P-to-the network-is the same-as-the target m net=newlin(minmax(cat(2,P{:})),1,delays,Ir);

% The network will usethe last five values of the target
to predict the next value.

m time2 = 4.05:0.02 % from 4 to 6 seconds, steps of .05
TIME defines all the time steps of this simulation.
m time = [timel time2]; % from 0 to 6 seconds




Once the network hasbeen trained

m [t can use its own output as the next input.

m That is, it can “run free”, predicting the full
output sequence.

m Since the output was only an approximation,
the accuracy of the predicted output will
deteriorate with time.
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Filters

m Classical filters don’'t adapt
(Lowpass / Highpass / Bandpass) filters
Adaptive filters adapt
LMS filter (least-mean-squared)
RLS filter (recursive least squares,
based on pseudo-inverse, not as stable)
Kalman filter (based on a stochastic
state space model)
Filter form is also called a FIR (Finite
Impluse Response) filter.
In statistics, it is called an MA (Moving
Average) filter.
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Santa Fe Institute time series
prediction

1 Available at

= containsdescriptions of the6datasets( -, -, -, °, = and,
) that were used in the Santa Fe Competition, directed by
i (nowatMIT'sMedial ab)and
(now at NYU's Stern School of Business).
m The competition is described in the 650 page book ($58 at
amazon.com) Time Series Prediction: Forecasting the Future
and Understanding the Past. A. € igend and N. A.
Gershenfeld, eds. Reading, MA: Ad S
—m Theinformation distributed through ftp on the Internetin 1991,
and html-ized in 1994.




Santa Ee Institute time series
prediction

Data Set A: Laser generated data

Reason for choice:

Relatively smple

a good example ut the complicated behavior that can be seen in a clean,
em for which the

erning equ:

Shor t dala sets

chosen to be long
y analyze, but
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anta Ee lnstitute time series
prediction
m Data Set F: J. S. Bach!'slast (unfinished) fugue
m Original Description:

] (4 variables, 3808 points) This is a vector data set.
consisting of measurements of four interacting degrees of
freedom of the system. The data format consists of lines
spaced by equal time steps, with one column per degree of
freedom. For a very interesting reason, the continuation of
this data set can no measured. Therefore, any insight
into the long-term predictability that allows the set to be
continued will be of interest to a very large communit
The identity of this set will be announced at the Wi orkshop.

m Reason for choice:
Fun.

Santa Fe Institute time series
prediction

m Data Set B: Physiological data

m Reason for choice:

1 Heart ratevanabwllty
ill controv 1) evidenc ethat the
te m' ht be xeldtcd toa lu\\ it

important in order to understand its mllures lie‘ heart attac

Multi-dimensional data sets
imultaneous measurements of a number of potentially
interacting t i on how best to use the extra
information to lear e bles inter Most importantly
Te is interest i 2 ding oupling between
respiration and the hez

5. Non-stationary data
These data were recorded \\ilh as much care as is possible, b

TIME SERIES PREDICTION
COMPETITION
The CATS Benchmark

m 2004 Iinternational Joint Conference on
~ Neural Networksat
http://www.cis.hut.fi/~lendasse/competition/c
ompetition.html

Santa Fe Institute time series
prediction

m: Data Set' C: Currency-exchangeratedata

- mReasonforchejces

1. Financial data.
Pr edlctnm cur

Thue par lculm datd were chosen becaus 7 were available
and were representative of financial
prediction-tasks; but-still-wereobscure enough-that-they-would

= not be easily recognized

2. Multiple prediction data sets
¢ collected the predictions for 10 data sets in order to build up
aheuHaewa{geﬁthi mpate;-and-to-check-to

Other models

f=t=) >

m Time-Delay Neural Networks (TLFF, TDNN)

m Backpropagation through time (BPTT)
m Real-Time Recurrent Learning (RTRL)
m Elman nets, Jordan nets

m Temporal difference method (TD(L))




Time-lagged Feed-forward Networks (TLEE) Backpropagation through time (BPTT) - BPi{iapplication

m An extension of the 0 Unlike ELFE inplltrsélllpllb‘s [ m Problem: Back up a truck so that
“Adaline” adaptive filter ] 12 it Lt 1 gl it by Kokicky xtrailer,ytrailer)= (xdock k

model given initial values for (xtrailer, ytrailer,xcab,

Input fed sequentially into I
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Use an arbitrary feed- " el Training is asif the network AW ycab, Otrailer, Ocab)

forward net (MLP) in 7 e T were unrolledto ivalage)
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backpropagation, actually used in operation; the
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Training the track-backer Truck-Controller simulation Training

. .. i o A o i )
The truck moves in small time increments A (xmllw Vaterr Keay Vear Gmw em) Wil ol v o

A neural net is first trained to mimic the truck backing using ,‘—
real truck dynamics. ‘ m 16 lessons of 1000-2000 each
Given the current state at a time t (which includes the st Coila | < 1 bi i 4!11Trﬁaﬁy“tmck—pasrﬁoned4very“c’roseﬁﬂ0tk;
S » | - < 4 e 4
and in a nearly-correct position, so controller
[ .
2 - could learn easy tasksfirst.

between what the network does and the dynamic S e
model, and adjusting the weig T m Final MSE was 3% of truck length, angle 7
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Simulations Simulations
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